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Abstract

This chapter presents the fundamental signal processing techniques used to analyse the PPG signal. The chapter starts by providing an overview of the PPG signal, covering its physiological origins, presentation, and acquisition. Fundamental signal processing techniques are then presented, covering: pre-processing techniques; analysis in the time domain; analysis in the frequency domain; the application of machine learning; and methods to estimate physiological parameters from PPG signals. Finally, the chapter provides a review of methods to synthesise PPG signals.
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1. **INTRODUCTION**

The photoplethysmogram (PPG) signal is widely used in clinical and consumer devices due to its non-invasive nature and cost-effectiveness [1]. Traditionally, it has been primarily used to measure blood oxygen saturation and to monitor heart rate in patients at rest. Despite its use in clinical settings for several decades, PPG signal processing has now emerged as a large and growing field of research. This research has been prompted by the widespread use of PPG sensors in consumer wearables. This setting poses several challenges to the design of signal processing algorithms, not least that of handling motion artifact. In addition, the PPG signal contains valuable information on the cardiovascular, respiratory and autonomic nervous systems which is not yet routinely exploited. Together, these factors give opportunity to use the PPG to provide detailed health information, unobtrusively, in daily life. A key step in realising this opportunity is the development of robust PPG signal processing algorithms.

This chapter provides a comprehensive overview of photoplethysmography signal processing and synthesis. It is intended to give the reader a broad introduction to the subject, equipping them with the fundamentals necessary to engage with the wide body of literature on each individual topic. The chapter consists of three main sections:

**The photoplethysmogram signal**

The chapter starts by providing an overview of the PPG signal, covering its physiological origins, presentation, and acquisition. This section provides the reader with an understanding of the physiological, technical, and environmental factors which can influence the PPG signal. The intended application of a PPG-based device determines which of these factors should be taken into account when designing PPG signal processing algorithms for the device.

**Photoplethysmography signal processing**

This section presents the fundamental PPG signal processing techniques. The topics covered include: pre-processing techniques; analysis in the time domain; analysis in the frequency domain; the application of machine learning; and methods to estimate physiological parameters from PPG signals. The broad approaches to signal processing taken at each stage of an algorithm are outlined, equipping the reader with the necessary knowledge to explore the literature on any individual approach.

**Photoplethysmography signal synthesis**

Finally, the chapter provides a review of methods for generating synthetic PPG signals. This section outlines the different approaches taken to simulate individual PPG pulse waves, and to subsequently simulate a PPG signal consisting of a train of pulse waves.

This chapter focuses primarily on the analysis and synthesis of single PPG signals. Its scope does not extend to oxygen saturation monitoring (see Chapter 5). Furthermore, it focuses on PPG signals acquired through tissue contact, rather than non-contact (‘imaging’) photoplethysmography.
2. The Photoplethysmogram Signal

This section provides an overview of the photoplethysmogram (PPG) signal, introducing its physiological origins, presentation, and acquisition.

2.1. Physiological origins

Photoplethysmography measures changes in the blood volume of a vascular tissue bed [1], [2]. Optical radiation is used to illuminate peripheral tissue, where it is scattered and absorbed as it travels through different tissue layers before being transmitted through or reflected from the tissue surface. This attenuated light intensity is detected by an optical sensor and is recorded as a voltage signal known as the photoplethysmogram (PPG). A raw PPG waveform reflects the variations in attenuation of incident optical radiation by different tissue components within the tissue volume, as illustrated in Figure 1 [3]. High frequency variations (the ‘AC’ part) are caused by changes in arterial blood volume with each heartbeat, and lower frequency variations (the ‘DC’ part) are caused by changes in other tissue components such as venous and capillary blood, bloodless tissue, etc. As described in Chapter 2, the attenuation of light in tissue can be described as a function of the optical pathlength and the attenuation coefficient of the medium, based on the modified Beer-Lambert law [4]. The origins of the PPG waveform have also been attributed to red blood cell orientation, the mechanical movement of cellular components, and a combination of factors [5]–[7].

![Fig. 1. The simplified origins of the photoplethysmogram (PPG) signal: The PPG is primarily influenced by changes in the volumes of arterial blood, venous blood and other tissues. Source: [8] under CC BY 4.0.](image)

2.2. Presentation of the photoplethysmogram signal

The PPG signal exhibits a quasi-periodic pattern consisting of an arterial pulse wave for each heartbeat. The pulse wave resembles an arterial blood pressure pulse wave, although there are important differences in the waveform contour [9], [10]. Each PPG pulse wave consists of two distinct phases, as shown in Figure 2: the anacrotic and catacrotic phases, corresponding to the rising and falling limbs respectively [10]. The morphology of the PPG pulse wave is influenced by: the heart (characteristics of cardiac ejection including heart rate, heart rhythm, and stroke volume); the circulation (including cardiovascular properties such as arterial stiffness and blood pressure); additional physiological processes including respiration and the autonomic nervous system (which can be affected by stress); and disease [1], [10]–[12]. Figure 3 shows the changes in PPG pulse wave shape which occur in healthy ageing, for example.

There are several challenges to PPG signal analysis, rendering the extraction of reliable information from the PPG a complex task [17]. The PPG signal exhibits several physiological variations, only one or some of which are relevant to any particular analysis. It is also susceptible to several types of noise as illustrated in Figure 4. These include motion artefact and probe-tissue interface disturbance [1], powerline interference [10], low- and high-frequency noise. In addition, technical aspects such as the type of sensor used and the location of the measurement site affect the waveform (see Chapter 12) [10], [17]. The range of influences on the PPG adds complexity to its analysis.
Fig. 2. A typical photoplethysmogram (PPG) pulse wave: The waveform can be separated into anacrotic and catacrotic phases, which are dominated by systolic ejection and wave reflections from the periphery respectively [1]. The systolic rising edge in the anacrotic phase is caused by the expansion of the arterial system due to inflow of blood. The rate of expansion is linked to the contractility of the heart, and the amplitude of the systolic peak is linked to the stroke volume. The dicrotic notch and diastolic peak are caused by wave reflections, with their location and timing influenced by arterial stiffness [13]. The diastolic decay is determined by the exponential contraction of the arterial system due to the outflow of blood, and is influenced by the vascular resistance and compliance.

Source: [14] under CC BY 4.0.

Fig. 3. Classes of photoplethysmogram (PPG) pulse wave shape: The PPG pulse wave often exhibits a diastolic peak in young subjects (class 1) which diminishes with age (higher classes), as described in [15].

Source: [16] under CC BY 4.0.

2.3. Signal acquisition

This section describes the aspects of PPG sensor design required to ensure high-quality PPG signals. The interested reader is referred to Chapter 3 for details of the optical and electronic building blocks that make up a PPG system, as well as their high and low-level design architecture and theory of operation.

2.3.1. Sensor types

Photoplethysmography is usually performed by tissue contact sensing configured in either transmission (‘transillumination’) or reflection (‘adjacent’) mode [1]. A conventional PPG sensor consists of a light emitter and a highly sensitive photodetector mounted inside a reusable spring-loaded clip. The most commonly used light sources are light-emitting diodes (LEDs). The photodetector is usually a silicon photodiode, but other detectors such as photocells and phototransistors are also used.

The arrangement of the LED and the photodiode inside the sensor defines the configuration of the probe and its possible measurement site application. In transmission probes, the LED and photodiode are mounted on opposite sides of a clip, and the light transmitted by the LED passes through the tissue sample to the photodiode (see Figure 5(a)). Transmission probes are the most widely used probes in healthcare settings, used to measure arterial oxygen saturation [18]. Their use is limited to peripheral sites to which a clip can be attached, such as the finger, earlobe, or toe. In reflectance probes, the LED and photodiode are mounted side-by-side, typically millimetres apart, so that
Fig. 4. Idealised examples of clean and noise-corrupted PPG signals: (a) clean, (b) respiratory modulated, (c) baseline modulated, (d) power-line affected, (e) motion affected; (f) affected by all of the above.

Fig. 5. The two modes of contact photoplethysmography: (a) transmission mode, and (b) reflectance mode. Note the relative positions of the light sources (LEDs) and photodetectors (photodiodes).

The light produced by the LED transilluminates the tissue and the photodiode detects the backscattered light (see Figure 5(b)). Reflection probes can be used at virtually any vascular tissue site since the LED and photodiode are mounted next to each other [19], and consequently are widely used in consumer wearables. The PPG signal can also be acquired by non-contact methods, i.e., ‘imaging PPG’ (‘iPPG’) [20], but this approach is beyond the scope of this chapter and the interested reader is referred to Chapter 13.

The optoelectronics of the PPG sensor and their tissue attachment mechanism are fundamental building blocks in a PPG measurement system. Their design will impact on signal quality, subsequent pulse wave analysis techniques, and the need for skilful denoising. There are a number of other considerations to be made in the design and choice of PPG sensor, including: whether reflection mode or transmission mode is best suited to the intended application; how potential artefacts from external ambient lighting can be minimised including daylight filtering considerations; the position of the digital interfacing relative to the sensor itself; safety; and, aesthetics. Probe-tissue interface pressure should be sufficient so that the PPG probe is held securely in place to minimise probe-tissue movement artefact and the associated signal noise, but not so high as to distort the main features of the pulse wave (see Chapter: 6) [21].

2.3.2. Sensor configurations

The quality of a PPG signal is determined by both the instrumentation and the sensor setup. Given optimal PPG instrumentation (as described in Chapter 3) capable of collecting high-quality PPG signals with minimum
noise, the sensor design must be optimised for parameters such as operating wavelength and intensity, sampling rate, and geometric settings such as source-detector separation and sensor geometry, as these determine the quality and appearance of the PPG waveform [5]. The configuration of these sensor parameters depends on the intended application. This is now demonstrated in two example applications: measuring heart rate at the wrist, and blood pressure estimation at the finger.

Firstly, consider acquiring the PPG waveform at the wrist to measure heart rate, as is commonly performed by consumer wearables. The anatomical site determines that reflectance mode will be used. Only the systolic peak is of importance for heart rate monitoring, hence: a relatively low sampling rate can be used (e.g., < 40 Hz as per the Nyquist sampling theorem since the cardiac bandwidth is < 5 Hz); a shorter wavelength can be used (e.g., green or red) to acquire the PPG signal from transcutaneous tissue since the deeper penetration provided by longer wavelengths (e.g., infrared) is not required; a small source-detector separation (SDS) should be used, ideally SDS < 3 mm, as light does not penetrate deeply at the shorter visible wavelengths. Finally, a short recording time can be used (∼ 10 seconds), which is sufficient to measure heart rate accurately using both time and frequency domain methods [3].

Secondly, consider acquiring the PPG waveform at the finger to assess autonomic variations or changes in blood pressure. Transmission mode will be used to ensure that the PPG is influenced by the major arteries of the finger. The morphological features of individual PPG pulse waves will be analysed, hence: a relatively high sampling rate is required (e.g., > 500 Hz to assess pulse wave timing [22]); a longer wavelength should be used (e.g., infrared, λ ≈ 940 nm) to penetrate more deeply and ensure the PPG signal reflects arterial blood volume changes; a longer SDS will be required to accommodate the finger (e.g., SDS ≈ 5 mm). Finally, the recording time should be relatively long (∼ 5-20 mins) so that the effect of physiological changes can be seen in the recorded PPG signals.

There are additional considerations in applications where different wavelength LEDs are used. Such applications include: pulse oximetry (e.g., 660 nm and 940 nm); pulse CO-oximetry (5 to 12 wavelengths, range: 420 nm to 980 nm); and near infrared spectroscopy (e.g., 770 nm, 810nm, 900 nm). In these applications it is often preferable to acquire PPG signals at a higher sampling rate (> 500 Hz). The SDS is determined by the range of wavelengths used: a shorter SDS (SDS ≈ 2 mm) is desirable for shorter wavelength ranges (430 nm to 590 nm), and a slightly longer SDS (SDS ≈ 4–5 mm) is desirable for longer wavelength ranges [5].

### 2.3.3. Simultaneous signal acquisition

The PPG waveform provides a wealth of information about cardiovascular haemodynamics and can be used to obtain several vital parameters such as heart rate, respiration rate, arterial oxygen saturation, and blood pressure. However, the true potential of the PPG is realised when other physiological signals such as the electrocardiogram (ECG), accelerometry, and galvanic skin response (GSR - electrodermal activity) signals are recorded and analysed concurrently.

Simultaneous acquisition of multiple PPG signals at different body sites facilitates measurement of pulse transit time (PTT), the time taken for the pulse wave to propagate along an arterial path. PTT is related to blood pressure [23], and can be used to calculate pulse wave velocity (PWV), a marker of cardiovascular risk [24].

Simultaneous acquisition of the ECG can serve as a cardiac timing reference for PPG signals. Pulse arrival time (PAT) can be calculated from simultaneous PPG and ECG signals, which can be used for blood pressure assessment (similarly to PTT), and to assess cardiovascular risk factors such as arterial stiffness and hypertension [25].

The GSR signal correlates with sympathetic nervous system activity and is a valuable instrument for measuring arousal and certain facets of autonomic control. This information complements related information derived from pulse rate variability analysis of the PPG signal [26]. Hence, combined acquisition and analysis of these signals offers opportunity for deeper mental stress assessment, along with cardiovascular haemodynamics.

The accelerometry signal can be used to remove motion interference from PPG signals, which is a particularly important issue when using portable devices. The simultaneous reference motion measurements provided by accelerometers can be used to remove such interference [27]. However, accelerometers do not differentiate between acceleration due to movement and acceleration due to gravity. Hence, it has been suggested that gyroscopes could be used for better removal of motion interference from PPG signals [28], [29].
3. Photoplethysmogram Signal Processing

PPG signal processing is now a vast area of research [10], [17], [30], motivated by the widespread use of PPG sensors in both clinical and consumer devices. The availability of several publicly available datasets containing PPG signals alongside reference parameters ensures that the field is accessible to all. This section provides an overview of the fundamental techniques of PPG signal processing. It includes: pre-processing techniques (Section 3.1); analysis in the time domain (Section 3.2); analysis in the frequency domain (Section 3.3); the application of machine learning (Section 3.4); and methods to estimate physiological parameters from PPG signals (Section 3.6).

3.1. Pre-processing

3.1.1. Digital filtering

Digital filtering is an important step to minimise the impact of noise on PPG signal analysis. The attenuation of noise from PPG signals is a crucial step in extracting valuable information from it. Digital filtering can be used to attenuate noise within specific frequency ranges (e.g., low- and high-frequency noise), although additional processes are required to attenuate noise which occurs within the frequency range of interest (e.g., motion artefact due to walking, where the frequency of steps can be similar to the heart rate).

Digital filtering consists of convolving the input signal with filter coefficients to produce a filtered signal. The transfer function of a filter can be expressed in the z-domain as:

\[
H(z) = \frac{Y(z)}{X(z)} = \frac{\sum_{k=0}^{K} b[k] z^{-k}}{\sum_{l=0}^{L} a[l] z^{-l}}
\]

where \(b[k]\) and \(a[l]\) are the coefficients of the numerator and denominator respectively. The coefficients are determined in the design process according to the type of filter and the cut-off frequencies required [31]. This transfer function can also be expressed as a difference equation, which can be easily applied to the original signal in the time domain, in order to obtain the filtered signal, \(y\). The difference equation can be expressed as:

\[
y[n] = \sum_{k=0}^{K-1} b[k] x[n - k] - \sum_{l=1}^{L} a[l] y[n - l]
\]

The design process of a digital filter consists simply on finding the \(b[k]\) and \(a[l]\) coefficients that give the desired response of the filter [31]. It is important to design digital filters with the end application in mind, as they can have a marked input on PPG signal morphology [32].

There are two main families of digital filters which differ according to their transfer function: Finite Impulse Response (FIR) and Infinite Impulse Response (IIR) filters. The difference between these families of filters can be explained using Eqn. 2. In FIR filters, all \(a[l]\) coefficients, with \(l > 0\), are equal to zero. Consequently, the filtered signal, \(y\), is solely dependent on the input signal, \(x\), and is not influenced by the behaviour of the filter with previous samples of the signal [31]. Furthermore, it is only dependent on a finite number of input signal samples. In contrast, in IIR filters the \(a[l]\) coefficients are not all equal to zero, and so the filtered signal, \(y\), is dependent on both \(y\) and the input signal, \(x\). Infinite Impulse Response (IIR) filters are so called because each sample can affect the output for an infinite period of time.

Three characteristics determine the response of a filter. Filters have an order, a cut-off frequency, and are of a particular type: a low-pass (LPF), high-pass (HPF), band-pass (BPF) or band-stop (BSF) filter [31]. Figure 6 shows an example of the frequency-domain representation of each type of filter. The order determines the behaviour of the slope of transitions between the pass bands and the reject bands, or vice versa. Higher order filters have steeper transitions (see Figure 6), but also require a longer duration of input signal and generate a higher delay in the filtered signal [31]. The cut-off frequency determines the frequency at which the gain of the resulting signal is around 70% of the original amplitude. Low-pass and high-pass filters each have one transition and therefore one cut-off frequency, whereas band-pass and band-stop filters each have two transition bands, and therefore two distinct cut-off frequencies.

The most commonly used FIR filter in the field of biomedical signal processing, including pre-processing the PPG signal, is the Moving Average (MA) filter, in which all \(b[k]\) coefficients have the same value [17]. Other commonly used FIR filters are the median filter, in which instead of using the mean value of \(n\) samples, the result of the filter is determined by the median value of the last \(n\) samples; and FIR filters based on the use of Hanning or Hamming windows, which can be designed for any desired filter type.
Fig. 6. Frequency-domain behaviour of four types of filter: A low-pass filter (LPF), a high-pass filter (HPF), a band-pass filter (BPF), and a band-stop filter (BSF). In this example, FIR filters with orders \( n = 100 \) (dark grey line), \( n = 200 \) (light grey line) and \( n = 500 \) (black line) were designed. The cut-off frequencies (dashed line) were set at 10 Hz for the LPF and the HPF, and at 10 and 20 Hz for the BPF and BSF.

IIR filters were initially designed using tools developed for analogue filters [31]. The most common IIR filters are the Butterworth filter, the type I and II Chebyshev filters, and the Elliptic filter [17]. The main difference between the design methods can be seen in the frequency response of the filters. Elliptic and Chebyshev filters tend to have a steeper slope than Butterworth filters, but they feature pass and stop bands without ripple, which is usually desired in biomedical signal analysis [31]. The frequency response of these filters is illustrated in Figure 7. Although there are no standards for PPG signal filtering, Liang et al. have suggested that fourth-order Chebyshev type II filters are more effective in improving PPG signal quality [32]. Other advanced techniques have been proposed as filtering solutions, such as de-noising using the Wavelet transform [31], [32]. More information about the Wavelet transform and its applications in PPG signal analysis can be found in Section 3.3.2.

One of the inherent aspects of filtering is the delay it imposes in the resulting signal. This delay can be corrected when filtering the signal offline, so the entire signal is available and the filter can be applied both in forward and reverse directions. However, zero-phase filtering in real-time is not possible [31]. Hence, real-time filtering always imposes some delay on the signal. This delay increases with the order of the filter. Since FIR filters have higher orders to achieve similar responses, they tend to impose longer delays. Nonetheless, FIR filters may be preferred rather than IIR filters in some real-time applications that can deal with longer delays. Furthermore, FIR filters are linear-phase filters, so the delay is always linear and of a known value, unlike IIR filters which usually have non-linear phase [31]. Figure 8 illustrates a PPG signal filtered in real-time using different FIR and IIR filters.

Standards have not been developed to determine cut-off frequencies for PPG filters. Most of the frequency content of the PPG signal is below 15 Hz, but the selection of cut-off frequencies for PPG signal analysis is highly dependent
**Fig. 7.** Frequency response of filters: (a) a Butterworth filter, (b) a Chebyshev type I filter, (c) a Chebyshev type II filter, and (d) an Elliptic filter.

**Fig. 8.** Filtering in real-time: Effects of order \((n)\) and family of filters in the delay generated after filtering a PPG signal in real time.
on the application. The selection of cut-off frequencies is often a design compromise [1]: a lower low-pass cut-off frequency helps make individual pulse waves more recognisable but distorts their shape.

### 3.1.2. Motion artefact removal

Subject and PPG probe movements are likely to result in episodes of significant alterations to the PPG waveform, with resultant timing, amplitude and/or shape measures affected across a number of heart beats. Furthermore, sudden breathing changes - a cough, even talking - can also impact on the PPG signal. The goal should be to try to reduce noise in the first place by collecting signals of high quality and to a well-considered protocol whereby a subject is at rest and their body movements minimised. However, in the real world this is not always possible, especially in applications involving wearable sensors and ambulatory measurements. Robust signal processing algorithms are thus required to reduce the impact of artefacts on PPG measurements, and to cover a range of clinical applications for the technology. However, the removal of movement artefact can be very challenging, particularly as such noise can initially appear quite similar to that of normal physiological variation, for example, such as the PPG response to a deep inspiratory gasp manoeuvre (see Figure 9(d)). Algorithms are thus unlikely to be perfect at removing movement noise from a signal whilst conserving the full spectrum of normal signal variation. The extent of noise reduction required depends on the intended clinical application. For instance, signal quality is particularly important in applications requiring the morphological analysis of the pulse shape [33].

A number of de-noising techniques have been proposed. These include: manual identification and labelling for exclusion of noisy pulses [34], [35]; cluster technique approaches to extract the most consistent presentations of pulse shapes in a recording [36]; independent component analysis such as in \( \text{SpO}_2 \) pulse oximetry by exploiting the quasi-periodicity of the PPG signal and the independence between the PPG and the motion artefact signals, by combining independent component analysis and block interleaving with low pass filtering to reduce motion artefacts under the condition of general dual-wavelength measurement [37]; signal decomposition and reconstruction, for example using iterative motion artefact removal based on a singular spectral analysis algorithm to obtain accurate heart rate and \( \text{SpO}_2 \) values from a pulse oximeter [38], and the general framework TROIKA (signal decomposiTion for denoising, sparse signal RecOnstruction for high resolution for spectrum estimation, and spectral peaK tracking with verification) for accurate heart rate tracking under motion [39]; periodic moving average filtering [40]; and wavelet denoising as a pre-processing stage for robust heart rate detection [41], [42]. In addition, methods requiring a reference motion signal have been proposed, including: adaptive filtering with least square based active noise cancellation [43]; incorporating signals indicative of motion as an algorithm enhancement, e.g., 3D accelerometry data from the wrist [27], [44]; and using gyroscope data to obtain improved noise cancellation performance compared to accelerometry measurements [29].

### 3.1.3. Signal quality and its assessment

The noise related to probe-tissue movement artefact is considered the nemesis of PPG signal processing [30], [45]. Signal quality is expected to be high in measurements acquired at rest, but reduces with movement [33], [46]. PPG signals are acquired by consumer wearables in a range of activities, such as walking, running, working, or cycling. Noise hinders the extraction of reliable information from the PPG signal in these activities. In this section, signal quality assessment methods are discussed. These methods can be used to identify noise-corrupted signal segments and eliminate them from analyses, allowing parameters such as heart rate or oxygen saturation to be measured with confidence from high quality signal segments [30]. This approach is in contrast to that of motion artefact removal, in which low quality signal segments are improved and included in analyses.

#### a) Defining PPG signal quality

Signal quality assessment is usually performed by producing measures of PPG signal quality. There are different concepts as to what can be considered as a high-quality PPG signal. For example, PPG signals can be classified according to the capability of obtaining pulse rate reliably. Tang et al. proposed three classes of PPG pulse waves: (i) excellent PPG featuring salient systolic and diastolic waves; (ii) acceptable PPG in which systolic and diastolic waves cannot be distinguished but from which heart rate can be estimated; and (iii) unfit PPG in which systolic and diastolic waves cannot be distinguished and heart rate cannot be estimated [47]. Examples of excellent, acceptable, and unfit PPG signals are shown in Figure 10. Similarly, PPG signals have been classified as basic quality, in which pulse peaks are identifiable, and diagnostic quality, in which both systolic and diastolic sections are identifiable [30].

The level of PPG signal quality required is dependent on the application. Only limited research has attempted to define a high quality PPG signal in relation to pulse wave shape. Normal physiological variability is inherent in PPG
signals, and with differences between body sites and subjects [34], it is challenging to establish such standards. By asking experts in the field, Huthart et al. aimed to determine for resting subjects the minimum recording length, the minimum number of diagnostic quality pulses required, and the threshold proportion of noisy beats needed for the PPG recording to be considered of high quality [33]. For morphological analysis of PPG signals obtained from the finger and toe sites, a minimum recording time of 2 minutes was recommended, with 86-95% of a PPG recording being of diagnostic quality. Also, experts suggested that recordings in which 26-50% of beats exhibit artefact should be rejected. More research is needed in this area to establish standards and guidelines for the acquisition of PPG signals, and the analysis of changes in pulse wave shape [1], [33].

Fig. 9. Artefact and physiological variation in the PPG: Each recording is from the index finger site over a period of 1 minute. The artefact/physiological events are marked. (a) An episode of gross movement artefact or PPG probe cable tugging lasting approximately 15 s. (b) Hand or finger tremor, (c) a bout of coughing, and (d) marked changes in the breathing pattern (a deep gasp or yawn, for example). These types of artefact and physiological variation must be considered within the measurement protocol and for the subsequent algorithm development work and pulse wave analysis.

Source: [1], © Institute of Physics and Engineering in Medicine. Reproduced by permission of IOP Publishing. All rights reserved.
b) Assessing PPG signal quality

Several methods have been proposed to assess PPG signal quality. Most methods begin with the identification of clearly poor-quality segments using checks of physiological plausibility, and then apply more sophisticated techniques to identify the remaining, less evident poor-quality segments [30]. Most methods extract morphological, spectral, or trend-based characteristics from a single PPG pulse wave, and then a pulse wave is classified as high or low quality based on heuristic, empirically determined or machine learning-derived thresholds [30]. These characteristics are usually extracted in the time domain, such as amplitude [48], [49] or timing characteristics. Some studies have also used frequency-domain indices [30].

A wide range of pulse wave characteristics have been used to assess signal quality. Amplitude characteristics include: pulse wave amplitude [49], [50], and the Perfusion Index (PI, which measures the ratio of the ‘AC’ to ‘DC’ component of the signal) [51]. Timing characteristics include the systolic phase duration, the ratio of systolic to diastolic phase duration, inter-beat-intervals [52], the average pulse rate. Shape characteristics include: the number of diastolic peaks; the number of times the signal changes from positive to negative, or vice versa, also called the zero-crossing rate; the signal-to-noise ratio (SNR); and the comparison of the accuracy of different systolic wave detectors for isolating events (e.g., beats or noise artefacts) [51]. Higher order statistics, such as skewness and kurtosis, give an indication of the distribution of the data, therefore serve as an indication of how the pulse wave is distributed over time [30], [51]. These measurements are especially good at identifying PPG pulses with outliers generated by noise [30]. Shannon entropy has been proposed as another measurement of the presence of ‘disorder’ in a PPG pulse wave, since it is a measure of uncertainty in a system, which increases in noisy PPG signals [51], [53].

In addition, some algorithms assess the similarities between successive pulse waves, such as the variation in pulse wave duration, systolic phase duration, and pulse wave amplitude, the trough depth differences between successive troughs and the relation between the pulse wave amplitude and the diastolic wave amplitude [50], [54]. Additionally, some morphological features can be used to detect portions of the PPG signal that do not include any pulses, as explained in [55]. Recently, an algorithm was proposed in which the autocorrelation function of PPG segments was used to identify artefacts, which can result in different shapes of this function [55]. The first zero crossing point, the maximum peak and the lag value of the maximum peak were extracted as features to characterise the autocorrelation function.

Template-matching techniques are popular measures of regularity in PPG segments, since pulse waves are expected to have similar morphologies in high quality signal segments [30]. Several variants of template-matching have been proposed, such as the comparison between each pulse wave and an average representation of these pulse waves (i.e., the template) measuring the Euclidean distance and the ratio of amplitudes [50]; by obtaining the mean value of the correlation coefficients between each cycle and the extracted template [52]; or by modifying the width of each pulse when comparing it to the template, using advanced techniques as Dynamic Time Warping (DWT) [48], [54]. Template extraction can be performed using different approaches too. For instance, Karlen et al. compared the PPG pulse against a previously formed reference pulse set, which included only those pulses that were previously determined as high quality pulse waves, according to the correlation coefficient [56]; and Li & Clifford proposed a
template-matching algorithm in which an average template cycle was obtained from all pulses in the PPG segment, and then corrected using only the average of the pulses with correlation coefficients higher than 0.8 with respect to the original template [48].

Most signal quality assessment algorithms rely on automatic pulse wave detection algorithms, whose results might be largely affected by signal quality and by the algorithm used to detect pulse waves [30]. Further studies are needed to establish a universally accepted, noise-robust approach for the detection of individual pulse waves.

Frequency-domain analysis has also been used to identify low-quality PPG signals. Elgendi proposed the measurement of a relative power of the frequency spectrum, by comparing the energy concentrated within a 1 to 2.25 Hz band with respect to the overall signal energy, concentrated within 0 and 8 Hz [51]. Krishnan et al. proposed the measurement of the kurtosis of the distribution of the Fourier spectrum of a PPG segment and the extraction of features from the PPG signal bi-spectrum, such as the Quadratic Phase Coupling (QPC), for assessing the presence of noise [57].

Figure 11 exemplifies the behaviour of some time- and frequency-domain indices when extracted from high- and low-quality PPG segments.

Fig. 11. Signal quality indices (SQIs) extracted from high- and low-quality PPG segments: (a) a high-quality PPG segment; (b) a low-quality PPG segment; (c) and (d) frequency-domain representation of the high- and low-quality segments; (e) and (f) template pulse waves extracted from the high- and low-quality segments; (g) trend-based, template-based and frequency-domain SQIs extracted from the high-quality (black dots) and low-quality (white dots) segments. Values for signal quality indices are presented on a log scale for visualisation purposes. SQI1: Skewness in time domain; SQI2: Kurtosis in time domain; SQI3: Shannon entropy; SQI4: Maximum autocorrelation; SQI5: Mean Pearson’s correlation coefficient between the template and each cycle; SQI6: Mean Euclidean distance between the template and each cycle; SQI7: Ratio between the power between 1 and 2.25 Hz, and the power between 0 and 8 Hz; SQI8: Kurtosis in frequency domain.
Once signal quality indices have been extracted, the question that arises is how to determine the values of the indices that are related to high- and low-quality PPG signals. Decision rules are then established to determine the labelling of the PPG signal. There are two main approaches for the decision rules: physiological thresholds and heuristics, and data fusion [30]. In the first case, thresholds are usually established using physiological knowledge or empirical evidence, and in most cases the systems for assessing signal quality use combinations of rules based on multiple features [30]. In the case of data fusion, different extracted features are combined to produce robust decisions. Probabilistic strategies, such as the Kalman filter, have been applied to determine PPG signal quality [48], [54], while machine learning techniques have also been proposed for the automatic identification of decision rules based on extracted indices [48], [58], [59]. With the advances in physiological data analysis and the increased availability of databases, the application of machine learning techniques for PPG signal quality assessment is expected to grow, not only as a means for combining different indices and generating automatic decision rules, but also as alternatives for the identification of poor-quality segments in the PPG. Such an approach has already been investigated by Pereira et al., who successfully applied deep learning algorithms to automatically identify poor-quality PPG segments without the extraction of signal quality indices [60].

3.1.4. Calculating derivatives

The calculation of derivatives of the PPG signal is often a key step in pulse wave analysis. For instance, several indices of vascular ageing can be extracted from the second derivative of the pulse wave [61]. Several approaches have been proposed to calculate the derivative of a PPG signal [62]. For instance, the simplest approach to calculate a derivative is to use the single-sided difference quotient, in which the derivative, \( x' \), of a signal, \( x \), is calculated from the difference between adjacent points \( (x'[n] = (x[n+1] - x[n])/T) \), where \( x[n] \) is the signal, and \( T \) is the time interval). However, this approach is highly susceptible to high frequency noise because it only uses two points on the signal. Whilst the symmetric difference quotient \( (x'[n] = (x[n+1] - x[n-1])/T) \) can provide a more accurate estimate for the derivative, it is similarly susceptible to noise. Broadly, there are two approaches to reducing susceptibility to noise: low-pass filtering the signal (such as below 7 Hz [63]) prior to differentiation, or using more signal points in the calculation. More signal points can be included by using differential quadrature methods, in which the derivative is calculated as the weighted sum of multiple points on the signal. One example is Savitzky-Golay filters [64], [65], which incorporate smoothing, thus reducing the impact of high frequency noise on calculated derivatives.

3.1.5. Empirical mode decomposition

In the late nineties, Huang et al. proposed a novel method for analysing nonlinear and non-stationary data, which they called Empirical Mode Decomposition (EMD) [66]. This has proven to be a useful tool for analysing physiological data, such as the PPG, since it can be used to decompose any complicated data set into a finite number of Intrinsic Mode Functions (IMFs), which represent the energy associated with various intrinsic time scales and allows for the localisation of any event both in time and frequency domains [66].

The main advantage of EMD is that it is data-driven and locally adaptive, differentiating it from other time-frequency analysis techniques [67]. The goal of EMD is to obtain IMFs from a signal. IMFs satisfy two conditions: (1) in the whole data set, the number of extrema and the number of zero crossings must be equal or differ at most by one; and (2) at any point, the mean value of the envelope defined by the local maxima and the envelope defined by the local minima is zero [66]. Therefore, the EMD process consists of finding all functions that classify as IMFs when extracted from the original signal. This process is also known as sifting, and a deeper explanation of it can be found elsewhere [66], [68], [69]. Figure 12 shows an example of the extraction of IMFs from a PPG signal exhibiting a rapid change in baseline.

One disadvantage of EMD is that it is sensitive to the presence of noise in the recorded signal. More recently, an improved version of the EMD, called Ensemble Empirical Mode Decomposition (EEMD), has been proposed, in which IMFs are identified as the mean of an ensemble of trials, and each trial consists of the signal with the addition of white noise [70]. This process effectively reduces the effects of noise on the resulting decomposition.

EMD and EEMD have been widely used in PPG signal analysis. Most applications have focused on the extraction of respiratory information from the PPG signal [71]–[75], the measurement of pulse rate [76]–[79], removal of motion artefacts [80]–[83], and the diagnosis of diseases, such as hypertension [84], [85], diabetes [86], ventricular fibrillation [87] and arterial stiffness [88]–[90].
3.2. Time domain analysis

There is great scope to analyse the PPG signal in the time domain as individual pulse waves can be characterised by a number of features. Features can be expressed in terms of amplitude, timing, and shape, as well as the variability of these features [1], [10], [17], [91]. Having pre-processed the PPG as described in Section 3.1, it can be analysed in the time-domain as follows:

1) **Identify individual pulse waves** for analysis.
2) **Identify fiducial points** on each pulse wave and its derivatives from which pulse wave features can be calculated.
3) **Calculate pulse wave features** in order to quantify the amplitude, timing, and shape of each pulse wave.
4) **Obtain representative feature measurements** from a recording by averaging features derived from each pulse wave.
5) **Identify abnormal pulse waves** in order to remove or replace feature measurements derived from them.

These steps are now discussed in turn, followed by an overview of techniques to analyse simultaneous signals in Section 3.2.6.

3.2.1. Identifying individual pulse waves

The first step in time-domain analysis of the PPG is to identify individual pulse waves for analysis. This task is challenging because: (i) individual pulse waves can exhibit two distinct peaks, particularly in young healthy subjects (see Figure 2); and (ii) noise and low frequency physiological variations can create disturbances in the signal (see Figure 4) [92], [93]. Several methods have been proposed to identify individual pulse waves. Most methods are based on the identification of the systolic peak, since it tends to be the most salient feature [94]. Methods usually consist of four steps: (1) filtering the signal to emphasise the desired components of the PPG; (2) extraction of candidate pulses; (3) identifying peaks or onsets; and (4) correction of these peaks or onsets [95].

As discussed in [96], three of the most common peak detection algorithms are: (i) the detection of peaks using thresholds [97]; (ii) the identification of peaks as zero-crossing points on the first derivative, in conjunction with an
adaptive thresholding scheme [98]; and (iii) the identification of peaks using the slope sum function in conjunction with adaptive thresholding [99]. Other methods include: (i) identifying maxima and minima points of the PPG signal [93]; (ii) identifying points on the first- [94], [96] and second-derivative of the PPG [96]; (iii) identifying upslopes in the PPG [92], [96]; and using more advanced techniques, such as the Wavelet transform [100], [101] and the local maxima scalogram [102]. Table I summarises some of these algorithms. Further information about this topic can be found in [95].

### 3.2.2. Identifying fiducial points

The second step in time-domain analysis is to identify points of interest on each pulse wave. These points, usually known as fiducial points, are distinct points that can be identified on either the pulse wave or its derivatives. Figure 13 illustrates commonly used fiducial points.

![Fiducial points on the PPG signal and its derivatives](image)

**Fig. 13.** Fiducial points on the PPG signal and its derivatives: Fiducial points that can be identified on: (a) the PPG pulse wave; (b) its first derivative, PPG'; (c) its second derivative, PPG"; and (d) its third derivative, PPG"'. In (a), the pulse onset (onset), systolic peak (sys), dicrotic notch (dic), diastolic peak (dia), and pulse end (end) are shown. In (b), the maximum slope point is shown (ms). In (c), the a-, b-, c-, d- and e-waves are shown. In (d), the p1 and p2 points are shown.

*Source: [103] under CC BY 4.0.*
<table>
<thead>
<tr>
<th>Methodology</th>
<th>Algorithm Description</th>
<th>Reference</th>
</tr>
</thead>
<tbody>
<tr>
<td>Detection of maxima from the PPG</td>
<td><strong>Name:</strong> HeartPy. <strong>Description:</strong> The algorithm can pre-process the signal using different FIR filters and outlier detection schemes. Then, peaks are detected using an adaptive threshold based on a moving average and the determination of regions of interest (ROIs). The threshold is adapted according to the instantaneous heart rate and the standard deviation of peak-to-peak intervals. Then, detected peaks are corrected based on outlier detection and rejection. <strong>Performance:</strong> Outperforms other usually used algorithms, such as the Pan-Tompkins algorithm. <strong>Advantages:</strong> Robustness against signal clipping, low-computational load.</td>
<td>[93]</td>
</tr>
<tr>
<td>Identification of maxima from the 2nd derivative of the PPG</td>
<td><strong>Description:</strong> The method consists of a pre-processing stage, in which the signal is bandpass filtered and squared, a feature extraction stage, which generates potential locations of the peaks using two moving averages, and a classification stage, based on thresholding. This method takes advantage of the different frequency components of the PPG signal, and applies two different moving average filters, which were selected to emphasise the systolic peak area and the beat area to be used as a threshold for the first moving average. <strong>Performance:</strong> Outperforms other algorithms [97]–[99] during exercise. <strong>Advantages:</strong> Robustness to movement artefacts.</td>
<td>[96]</td>
</tr>
<tr>
<td>Detection of systolic upslopes from the PPG</td>
<td><strong>Description:</strong> The method detects systolic upslopes, which is a constant feature of the PPG morphology regardless of the subject from which the signal is acquired, or the body-site. In order to make this approach more robust to noisy segments of the signal, the authors propose a simple approach based on counting how long the upslope is, and rejecting upslopes shorter than expected, which could be related to noise or the diastolic peak. <strong>Performance:</strong> Good performance when applied in two different PPG data sets. <strong>Advantages:</strong> Simple algorithm, which could be applied in real-time applications. Robustness to PPG measurement site.</td>
<td>[92]</td>
</tr>
<tr>
<td>Detection of maximum upslopes using the first derivative</td>
<td><strong>Description:</strong> First, all the peaks from the PPG signal are detected. Then, three bandpass filters are applied to the signal in the pre-processing stage and, using non-linear filters based on ranks for peak detection and decision logic, the peaks from the first derivative of the PPG are detected, which in turn correspond to the points of maximum slope. These peaks are corrected according to the interbeat intervals. Using a nearest neighbour decision logic, the peaks from the PPG signal are filtered by selecting the closest peak to each of the maximum slope points. <strong>Performance:</strong> Performed well when compared to annotations made by experts. <strong>Advantages:</strong> Robustness against noise. Good performance in PPG signals with low sampling rate.</td>
<td>[94]</td>
</tr>
<tr>
<td>Identification of pulse onsets using Wavelet transform</td>
<td><strong>Description:</strong> Applying a fifth-scale quadratic spline Wavelet to the PPG, distinct peaks appear at the start of each beat. Using this peak, a threshold is generated for identifying the valid range for the PPG onset. Then, using FIR filters, the third derivative of the PPG is obtained, and the first zero-crossing of this signal within the valid range is assigned as the onset of each pulse. <strong>Performance:</strong> Has a comparable performance when compared to other algorithms published in the literature. <strong>Advantages:</strong> Robustness to noise due to the Wavelet transform. Good temporal accuracy. High performance for the identification of the PPG onsets.</td>
<td>[100]</td>
</tr>
</tbody>
</table>
The key fiducial points on the original PPG pulse wave, referring to Figure 13 (a), are the pulse onset, the systolic and diastolic peaks, and the dicrotic notch. The maximum point on the first derivative is shown in Figure 13 (b), indicating the point of maximum slope in the original signal. On the second derivative, four distinct points occurring in systole can be identified, known as the $a$-, $b$-, $c$- and $d$-waves (see Figure 13 (c)). The $e$-wave can be used to determine the location of the dicrotic notch [10], [104]. $p_1$ and $p_2$ points can be identified on the third derivative (see Figure 13 (d)).

**a) Original pulse wave**

On the original pulse wave, the systolic peak is usually identified as the maximum point [11], and the pulse onset as the minimum (although several more advanced methods have been proposed to identify the timing of pulse onsets [105]–[107]). When the dicrotic notch is present, it can be identified from the timing of the $e$-wave on the second derivative. The diastolic peak can then be determined as the maximum point after the location of the dicrotic notch [11]. When the diastolic peak is not present (such as in older subjects), the corresponding location of this point can be estimated as the first local maxima in the second derivative after the $e$- wave [11] or from the first derivative as proposed by [108].

**b) First derivative**

On the first derivative, the point of maximum upslope can be easily obtained as the location of the maximum value of the first derivative [11].

**c) Second derivative**

An algorithm to detect $a$-waves in the second derivative (PPG") was proposed in [62], based on the squaring PPG", followed by the generation of blocks of interest and a prior-knowledge-based thresholding approach, and the subsequent identification of the $b$-wave. To identify the remaining fiducial points on PPG", a similar approach has been proposed [104] in which $a$- and $b$-waves are removed, and then $c$-, $d$- and $e$-waves are identified. These two algorithms showed an improved accuracy for the detection of fiducial points from the SDPPG than other algorithms available in the literature.

**d) Third derivative**

More recently, methods have been proposed to detect fiducial points on the third derivative of the PPG. These points relate to the early and late systolic components, and are denoted as $p_1$ and $p_2$ [11]. $p_1$ can be identified by searching for the first local maximum of the third derivative after the occurrence of the $b$-wave in the SDPPG, while a candidate $p_2$ can be identified as the last local minimum of the third derivative before the $d$-wave, or as the local maximum of the original PPG between this candidate and the appearance of the dicrotic notch [11].

### 3.2.3. Calculating pulse wave features

Pulse wave analysis (PWA) refers to the study of the morphology of the PPG signal through features extracted from the pulse waveform along with its derivatives. Numerous morphological features have been investigated in the literature, which are mainly derived from the amplitude and width of the PPG wave contour. These features quantify pulse wave characteristics in order to obtain information on cardiovascular state. Commonly encountered features of the PPG waveform and its derivatives are defined in Table II, and Figure 14 illustrates some of these features.

On the original pulse wave, the systolic amplitude, that is, the height of the PPG from the baseline to its peak, has been correlated with stroke volume [91], and also suggested as an indicator for blood pressure [115]. Potential indicators of total peripheral resistance include the width at half the amplitude of the PPG [120] and the ratio of pulse area (as described in Table II) [116]. The crest time (CT) has been used to discriminate cardiovascular diseases [121]. Diastolic time, CT, and pulse width from both systolic and diastolic portions of the pulse wave, and their ratios, have been proposed as indicators of blood pressure [12], [111], [122], [123]. The reflection index has been proposed as a correlate of brachial-ankle pulse wave velocity [124]. The large artery stiffness index has been found to correlate with mean arterial blood pressure and age [108].

On the second derivative, the amplitude ratios of the $b$, $c$, $d$, and $e$-waves with respect to the $a$-wave are frequently used for pulse wave analysis. Several features calculated from the second derivative have been found useful indicators for assessing cardiovascular health. For instance, decreases in $c/a$, $d/a$, and $e/a$ indices, and an increase in $b/a$, are thought to reflect increased arterial stiffness, and hence these indices decrease with age [61], [117]. Furthermore, the $b/a$ and $c/a$ ratios have been found useful for discriminating between hypertensive subjects and healthy controls.
A list of features which can be extracted from the PPG pulse wave and its derivatives. Definitions: \( t \) - time since pulse onset (beginning of systolic upslope); \( x, x', x'', x''' \) - PPG signal and derivatives; \( T \) - duration of cardiac cycle (secs). Adapted under CC BY 3.0 from [11] (DOI: 10.1088/1361-6579/aabe6a).

<table>
<thead>
<tr>
<th>Signal</th>
<th>Approach</th>
<th>Feature</th>
<th>Formula</th>
<th>Ref</th>
</tr>
</thead>
<tbody>
<tr>
<td>Timings</td>
<td>( \Delta T' )</td>
<td>time delay between systolic and diastolic peaks, ( t(\text{dia}) - t(\text{sys}) )</td>
<td>[109]</td>
<td></td>
</tr>
<tr>
<td></td>
<td>( SI )</td>
<td>large artery stiffness index, ( h/(t(\text{dia})-t(\text{sys})) ), where ( h ) is the subject’s height.</td>
<td>[108]</td>
<td></td>
</tr>
<tr>
<td></td>
<td>( CT' )</td>
<td>crest time (or risetime), the time from pulse onset to systolic peak, ( t(\text{sys}) - t(0) ).</td>
<td>[110]</td>
<td></td>
</tr>
<tr>
<td></td>
<td>( DW## )</td>
<td>diastolic width, ( t(x = ##) - t(\text{sys}) ), where ( t(x = ##) ) is time at which ( x = ## ) on the falling limb, and ## is a percentage of ( amp ).</td>
<td>[111]</td>
<td></td>
</tr>
<tr>
<td></td>
<td>( SW## )</td>
<td>systolic width, ( t(\text{sys}) - t(x = ##) ), where ( t(x = ##) ) is time at which ( x = ## ) on the rising limb, and ## is a percentage of ( amp ).</td>
<td>[111]</td>
<td></td>
</tr>
<tr>
<td>PPG, ( x )</td>
<td>( W##/SW## )</td>
<td>total width of pulse wave at ##% of its amplitude.</td>
<td>[111]</td>
<td></td>
</tr>
<tr>
<td></td>
<td>( dw##/sw## )</td>
<td>ratio of diastolic to systolic widths at ##% of pulse wave amplitude.</td>
<td>[111]</td>
<td></td>
</tr>
<tr>
<td></td>
<td>( t_{sys} )</td>
<td>time to dicrotic notch, ( t(\text{dic}) - t(0) )</td>
<td>[112]</td>
<td></td>
</tr>
<tr>
<td></td>
<td>( t_{dia} )</td>
<td>time from dicrotic notch to pulse end, ( T - t(\text{dic}) )</td>
<td>[112]</td>
<td></td>
</tr>
<tr>
<td></td>
<td>( t_{ratio} )</td>
<td>ratio of crest time to time to dicrotic notch, ( t(\text{sys})/t(\text{dic}) )</td>
<td>[112]</td>
<td></td>
</tr>
<tr>
<td></td>
<td>( t_{p1-dia} )</td>
<td>time delay calculated using ( p1 ), ( t(\text{dia}) - t(p1) )</td>
<td>[113]</td>
<td></td>
</tr>
<tr>
<td></td>
<td>( t_{p2-dia} )</td>
<td>time delay calculated using ( p2 ), ( t(\text{dia}) - t(p2) )</td>
<td>[113]</td>
<td></td>
</tr>
<tr>
<td></td>
<td>( IPR )</td>
<td>instantaneous pulse rate, ( 60/T )</td>
<td>[114]</td>
<td></td>
</tr>
<tr>
<td>Amplitudes</td>
<td>( amp )</td>
<td>pulse wave amplitude, ( (x(\text{sys}) - x(0)) )</td>
<td>[115]</td>
<td></td>
</tr>
<tr>
<td></td>
<td>( AI )</td>
<td>augmentation index, ( (x(p2) - x(p1))/(x(\text{sys}) - x(0)) )</td>
<td>[61]</td>
<td></td>
</tr>
<tr>
<td></td>
<td>( RI )</td>
<td>reflection index, ( (x(\text{dia}) - x(0))/(x(\text{sys}) - x(0)) )</td>
<td>[109]</td>
<td></td>
</tr>
<tr>
<td></td>
<td>( RIp1 )</td>
<td>reflection index (calculated using ( p1 )), ( (x(\text{dia}) - x(0))/(x(p1) - x(0)) )</td>
<td>[113]</td>
<td></td>
</tr>
<tr>
<td></td>
<td>( RIp2 )</td>
<td>reflection index (calculated using ( p2 )), ( (x(\text{dia}) - x(0))/(x(p2) - x(0)) )</td>
<td>[113]</td>
<td></td>
</tr>
<tr>
<td></td>
<td>( ratio_{2-p1} )</td>
<td>ratio of ( p2 ) to ( p1 ), ( (x(p2) - x(0))/(x(p1) - x(0)) )</td>
<td>[113]</td>
<td></td>
</tr>
<tr>
<td>Areas</td>
<td>( A1 )</td>
<td>area bounded by times of pulse onset (( t(0) )) and dicrotic notch (( t(\text{dic}) ))</td>
<td>[112]</td>
<td></td>
</tr>
<tr>
<td></td>
<td>( A2 )</td>
<td>area bounded by times of dicrotic notch (( t(\text{dic}) )) and pulse end (( T ))</td>
<td>[112]</td>
<td></td>
</tr>
<tr>
<td></td>
<td>( IPA )</td>
<td>inflection point area, ( A2/A1 )</td>
<td>[116]</td>
<td></td>
</tr>
<tr>
<td>PPG', ( x' )</td>
<td>Amplitudes</td>
<td>( ms )</td>
<td>maximum slope, ( x'(ms)/(x(\text{sys}) - x(0)) )</td>
<td>[110]</td>
</tr>
<tr>
<td></td>
<td>Amplitudes</td>
<td>( b/a )</td>
<td>( b/a ) ratio, ( x''(b)/x''(a) )</td>
<td>[61]</td>
</tr>
<tr>
<td></td>
<td></td>
<td>( c/a )</td>
<td>( c/a ) ratio, ( x''(c)/x''(a) )</td>
<td>[61]</td>
</tr>
<tr>
<td></td>
<td></td>
<td>( d/a )</td>
<td>( d/a ) ratio, ( x''(d)/x''(a) )</td>
<td>[61]</td>
</tr>
<tr>
<td></td>
<td></td>
<td>( e/a )</td>
<td>( e/a ) ratio, ( x''(e)/x''(a) )</td>
<td>[61]</td>
</tr>
<tr>
<td>PPG'', ( x'' )</td>
<td>( AGI_{\text{infra}} )</td>
<td>informal aging index (used when ( c ) and ( d ) cannot be detected), ( (x''(b) - x''(e))/x''(a) )</td>
<td>[117]</td>
<td></td>
</tr>
<tr>
<td></td>
<td>( AGI_{\text{mod}} )</td>
<td>modified aging index, ( (x''(b) - x''(c) - x''(d))/x''(a) )</td>
<td>[118]</td>
<td></td>
</tr>
<tr>
<td>Timings</td>
<td>( t_{b-c} )</td>
<td>time delay between ( b ) and ( c ), ( t(c) - t(b) )</td>
<td>[112]</td>
<td></td>
</tr>
<tr>
<td></td>
<td>( t_{b-d} )</td>
<td>time delay between ( b ) and ( d ), ( t(d) - t(b) )</td>
<td>[112]</td>
<td></td>
</tr>
<tr>
<td>Slopes</td>
<td>( \text{slope}_{b-c} )</td>
<td>( d/dt ) of straight line between ( b ) and ( c ), normalised by ( a )</td>
<td>[112]</td>
<td></td>
</tr>
<tr>
<td></td>
<td>( \text{slope}_{b-d} )</td>
<td>( d/dt ) of straight line between ( b ) and ( d ), normalised by ( a )</td>
<td>[112]</td>
<td></td>
</tr>
<tr>
<td>Combined</td>
<td>multiple</td>
<td>( IPAD )</td>
<td>inflection point area plus d-peak, ( (A2/A1) + d/a )</td>
<td>[112]</td>
</tr>
<tr>
<td>Amplitudes</td>
<td>( k )</td>
<td>spring constant, ( x''(s)/(x(\text{sys}) - x(ms))/(x(\text{sys}) - x(0)) )</td>
<td>[119]</td>
<td></td>
</tr>
</tbody>
</table>
Extracting features from the PPG and its derivatives: A typical PPG waveform, its first derivative (PPG') and second derivative (PPG'') with key fiducial points and commonly extracted features shown.

Additionally, \( \frac{b}{a} \) has been suggested as a useful index of altered arterial distensibility and atherosclerosis [126]. Other features derived from the second derivative have been proposed, such as the aging index proposed by [61] as \( \frac{(b - c - d - e)}{a} \). [117] proposed an alternative aging index as \( \frac{(b - e)}{a} \) when the \( c \) and \( d \)-waves are not visible.

**a) Pulse decomposition analysis**

The PPG pulse wave can be decomposed into an incident wave and reflected waves - a process known as ‘pulse decomposition analysis’. This allows features to be derived from the individual waves which make up the overall pulse wave. Firstly, an incident wave is extracted by assuming that the systolic upslope is predominantly caused by this incident wave. The systolic upslope is flipped horizontally to produce a symmetrical wave, which is either assumed to be the incident wave [127], or to which a Gaussian is fitted to model the incident wave [128]–[130]. This incident wave is then subtracted from the original pulse wave to leave a residual, dominated by one or more reflected waves. These reflected waves are then extracted, by modelling them as either symmetrical waves (determined from the upslope of the running residual) or Gaussian curves. Pulse wave features can then be derived from the timings and amplitudes of the peaks of the individual waves, the widths of the individual waves, and the time delays between their peaks [127].

**b) Quantifying features**

Timing features (e.g., pulse arrival time and pulse risetime) are straightforward to quantify (in seconds or milliseconds). Pulse amplitude can be quantified in a number of ways, for example in Volts, or normalised to the gain setting of the PPG amplifier. The complex shape profile of a PPG pulse shape can be expressed in a number of ways, including normalised height and width features [1]. Normalisation by pulse width is designed to reduce the impact of heart rate on shape characteristics, although the approach is not always perfect, such as at low heart rates (which can impact pulse risetime) [131].
3.2.4. Obtaining representative measurements from a recording

It is well accepted that there is physiological variability in the PPG at different measurement sites across the body in healthy subjects [1]. The degree of variability has been quantified for amplitude and timing measurements [1], [132]. As a result of this variability, features derived from pulse waves should be averaged over multiple pulse waves to obtain representative measurements. The variability is compounded in the presence of noise, such as during artefact due to movement between the sensor and tissue. A high proportion of noise in a recording can impact the validity of a measurement. Depending on the application noisy pulse waves might need to be excluded, and in the case of gross noise the measurement might need to be repeated. There is no global standardisation for the number of beats needed to obtain representative pulse wave features, although suggestions have been made, e.g., 60 high quality beats [133]. The proportion of noise needed to reject a recording is also not well-defined although a 50% threshold has been proposed [33], [134]. Simple statistical measures can be used to quantify PPG features and their variability over multiple pulse waves, for example using simple mean and standard deviation values calculated, or perhaps median and inter-quartile range values. A range of shape related measures can also be extracted from average pulse waves (an ‘ensemble average’ of multiple pulse waves). There are only a limited number of publications on measurement repeatability and reproducibility across the various measurement sites of the body in health and in vascular disease (examples covering repeatability include [35], [135]).

3.2.5. Identifying abnormal pulse waves

Abnormal pulse waves, caused by ectopic beats and inaccurate pulse wave identifications, are often deemed unsuitable for analysis. They can have quite different characteristics from the remainder of the pulse waves, producing outlying feature measurements. Consequently, features extracted from them are often removed (or replaced) prior to further analysis. Ectopic beats originate from regions of the heart other than the sinoatrial node (which usually triggers heart beats), and consequently their timing can differ substantially from that of normal beats. Pulse waves corresponding to an ectopic beat and its neighbours are often markedly different from normal pulse waves. In addition, if a pulse wave is inaccurately identified (either missed or identified falsely - a false negative or a false positive), then the identified pulse wave will differ greatly from the true pulse wave. Consequently, it is often helpful to identify ectopic and inaccurately identified pulse waves (herein termed ‘abnormal’ pulse waves) in order to exclude them from analyses. This is particularly important when performing spectral analysis of a time series of features. For instance, when calculating frequency-domain measures of pulse rate variability, inter-beat-intervals caused by abnormal beats should be excluded and appropriately replaced in order to obtain a representative power spectrum [136], [137]. Methods for identifying abnormal pulse waves are now described.

Abnormal pulse waves are often identified through analysis of inter-beat-intervals. Mateo and Laguna proposed an approach for identifying abnormal beats in the ECG [136], which has since been applied to the PPG [138], [139]. The approach consists of calculating an acceptable variation in instantaneous inter-beat-intervals, above which a beat is considered abnormal (due to an ectopic or inaccurate beat identification). The acceptable variation, in terms of the timing of each heartbeat, $t$, is defined as:

$$|\hat{r}'_k| = \frac{2}{(t_{k-1} - t_k)(t_{k-1} - t_{k+1})} \left(\frac{t_{k-1} - 2t_k + t_{k+1}}{t_{k-1} - t_k}\right) < \xi U$$

where $U$ is the threshold acceptable variation given by $U = \min\{\xi \sigma_{r}', 0.5\}$, $\xi = 4.3$ is an empirical threshold, and $\sigma_{r}'$ is the (potentially time-varying) standard deviation of $|\hat{r}'_k|$ calculated over a window of at least 5 minutes. This approach is also expected to reject periods of arrhythmia. It is a helpful approach for identifying pulse waves which are deemed suitable for inclusion in analyses because they have similar durations to those expected in a sinus rhythm.

3.2.6. Analysing simultaneous signals

The acquisition of the PPG signal alongside another simultaneous signal provides opportunity to derive additional information relating to pulse wave propagation, differences on either side of the body (bilateral differences), and phase differences. Several clinical and consumer devices can acquire multiple signals simultaneously, as described in Section 2.3.3. Techniques to analyse simultaneous signals are now described.

a) Pulse transit time and pulse arrival time

The speed of arterial pulse wave propagation is principally related to blood pressure and the properties of the arteries through which the pulse wave propagates (arterial stiffness and diameter) [23]. The speed of pulse wave propagation (pulse wave velocity, PWV) along a specific arterial path can be calculated as the path length divided
by the time taken for the pulse wave to propagate along the path (pulse transit time, PTT). PWV can be estimated from signals measured along a specific arterial path, such as wrist and finger signals [140]. In this case the PTT between the signals provides information on pulse wave propagation from the wrist to finger. Alternatively, PWV can be estimated from signals measured on two separate paths, such as finger and toe signals [141]. In this case, the PTT between the signals may be indicative of aortic PTT if the PTTs are similar between the aortic arch and finger, and between the aortic bifurcation and toe. PTT can be measured between two PPG pulse waves [141], or between a PPG pulse wave and a pulse wave identified in an alternative signal (such as a ballistocardiography, seismocardiography, impedance plethysmography, or strain gauge signal [140], [142]). Several different fiducial points on the PPG pulse wave have been used to assess its timing, with the choice of point having a large impact on the utility of PTT estimates [141].

Pulse wave propagation can also be assessed from pulse arrival time (PAT) which can be estimated from simultaneous ECG and PPG signals. PAT is the time between the R-wave of the ECG (indicative of ventricular depolarisation) and the arrival of the subsequent PPG pulse wave. It consists of two components: the pre-ejection period and the PTT from the heart to the PPG measurement site [23]. PAT has been widely studied as a marker of blood pressure [142]. However, the pre-ejection period varies both within and between subjects, meaning that PAT cannot be considered a direct surrogate for PTT [143], and blood pressure estimates calculated from PAT have been found to be less accurate than those calculated from PTT [144].

b) Assessing bilateral differences

Bilateral PPG signals (recorded from opposite limbs) can be compared to assess the degree of bilateral similarity between pulse wave morphology and timing. Cross correlation (CC) analysis has been used to compare bilateral PPG signals acquired at ear, finger and toe sites. Healthy subjects tend to exhibit high bilateral CC values [34], whereas there are greater differences between bilateral PATs in peripheral arterial disease [145], and greater levels of variability over time [146]. The peak CC value at zero phase lag is generally close to one in healthy controls but can be reduced in PAD patients where there is clear bilateral asymmetry in pulse between the right and left great toes. In addition, low frequency variations in bilateral PPGs have been compared using CC analysis. [147] studied diabetic patients with neuropathy and quantified the degree of right to left side similarity in the low frequency variability in pulse amplitudes at bilateral finger and toes sites; a similar approach was used by [148] to study patients with the connective tissue disease known as systemic sclerosis (see Figure 18).

c) Phase differences

The cross-correlation approach can also be used to study autonomic function and cardiovascular control. CC analysis has been used to estimate the phase delay between PAT and inter-beat intervals on a beat-to-beat basis under slow paced breathing in healthy subjects [149]. CC techniques have also been used to study the effect of respiration on PPG signals across the body by studying the phase differences for changes in pulse amplitudes and pulse arrival times between sites under slow paced breathing [22] (see Chapter 8).

With CC, careful pre-processing of the pair of signals should be performed, such as detrending (e.g., removing the mean of each signal segment), normalising the amplitude, and using filtering to isolate a main frequency range of interest (e.g., the breathing frequency range or very low frequencies). ECG and PPG signals can be studied on a beat-to-beat basis or using resampling (often at 4 Hz) to give a regularly spaced time series [22]. There are also a number of ways the output of a cross-correlation algorithm can be scaled. A correlation lag / lead value at the point of the CC peak can be extracted as can the correlation value at the zero-lag point.

3.3. Frequency domain analysis

Alongside time-domain analysis, the frequency-domain behaviour of the PPG provides valuable information on cardiovascular dynamics and allows for extraction of features for diagnosis and monitoring of various pathological conditions. Indeed, frequency-domain analysis can provide more valuable information than its time-domain counterpart [31]. There are different approaches to assess the frequency content of a signal, which can be broadly classified into two groups: (i) classical methods based on the Fourier transform; and (ii) modern methods based on models of the source of the signal [31]. Both approaches have been applied to PPG signals, with relatively similar performance [150].

3.3.1. Spectral analysis

Frequency spectra of PPG signals are commonly calculated using the Fourier transform. The Fourier transform uses sinusoidal waves to map the contents of the signal to the frequency domain [31]. Sine waves can be expressed
in terms of their amplitude, frequency and phase. Consequently, they can be used to obtain the magnitude and the phase components of a spectrum. Figure 16 illustrates these components for a clean PPG signal. These were obtained using the fast Fourier transform (FFT) algorithm, which was developed for the discrete implementation of the Fourier transform with less computational cost [31]. Most of the information contained in the PPG is below 15 Hz, and the spectrum features a large peak around 1 Hz corresponding to the heart rate.

The sampling frequency and duration of a PPG recording have an impact on spectral analyses. Firstly, the sampling frequency \( (f_s) \) determines the maximum frequency available in the frequency spectrum frequency-domain spectrum: \( (f_s/2) \). Therefore, the sampling frequency should be more than twice the maximum frequency of interest. Secondly, the duration of the recording influences the resolution of the resulting frequency spectrum: the resolution is a function of \( f_s \) and the number of data points used to calculate the spectrum. In cases where a higher resolution is needed (e.g., assessing autonomic nervous system activity, which usually occurs in very low frequency bands from 0.04 to 0.4 Hz, approximately [151]), the number of data points can be increased by zero-padding the signal [31].

Additional techniques can be used to obtain the frequency spectrum if only the magnitude component is required. The power spectral density (PSD, or power spectrum) and Welch’s periodogram method are commonly used. The PSD is based on the computation of the power of the Fourier transform. Welch’s periodogram is based on segmenting the PPG signal, obtaining a PSD for each segment, and then averaging the spectra to produce a final spectrum [31].

Modern approaches to obtain spectral information aim to reduce the effect of noise on the resulting spectrum, making them useful in certain applications in which the behaviour of the signal is well known [31]. Some methods are based on autoregressive models (AR), moving average models (MA) or a combination of both (ARMA). Different approaches have been proposed to estimate the power spectrum using AR models, such as the Yule-Walker, Burg, covariance, and modified covariance methods [31]. Other non-parametric modern approaches for spectral analysis are based on eigenanalysis frequency estimation, in which the signal is separated into correlated and uncorrelated
signal components using singular value decomposition (SVD) [31]. An example is the multiple signal classification (MUSIC) algorithm [31]. Figure 17 illustrates the behaviour of some of the different classical and modern methods. The methods and parameters used to obtain a frequency spectrum should be chosen based on the application, the available signals and the information to be extracted from the spectra.

### 3.3.2. Time-frequency analysis

Time-frequency analysis, that is, the study of a signal simultaneously in both time and frequency domains, can be performed using several methods. Time-frequency analysis allows one to investigate how spectral features evolve over time, even in signals of short duration [152]. The short-time Fourier transform (STFT) method is commonly used, as are more advanced techniques such as wavelet techniques. Wavelet transforms (WT) have a number of advantages over traditional methods, including the tailoring of both time and frequency resolutions without one being traded off against the other, and they can identify transients in non-stationary signals. Wavelet analysis can offer time-localised filtering and can help determine discontinuities and other events not readily visible in the raw data. Wavelets can also provide a sparse representation of the data and are useful for denoising or compressing data while preserving important features.

There are various forms of wavelet analysis. The Continuous Wavelet Transform (CWT) is commonly used to analyse 1-D data such as a single PPG signal. In the CWT, the analysing function is a wavelet i.e., \( \Psi \). From [153], the CWT compares the signal \( f(t) \) to shifted and compressed or stretched versions of a wavelet. Stretching or compressing a function is collectively referred to as dilation or scaling and corresponds to the physical notion of scale. By comparing the signal to the wavelet at various scales and positions, a function of two variables is obtained. If the wavelet is complex-valued, the CWT is a complex-valued function of scale or position. If the wavelet is real-valued, the CWT is a real valued function of scale and position. For a scale parameter, \( a > 0 \), and position, \( b \), the CWT of the time domain signal \( f(t) \) is defined in Equation 4 by:

\[
CWT(a, b; f(t), \Psi(t)) = \int_{-\infty}^{\infty} f(t)(1/a)\Psi^*(((t-b)/a)) dt ,
\]

where \( \ast \) denotes the complex conjugate. The Discrete Wavelet Transform (DWT) performs scaling and shifting in discrete steps of 2, which is very useful for computer implementation of the algorithm. The DWT can be faster than the CWT, and can be implemented on hardware more easily [153]. There are many different types of wavelet to choose from, including Daubechies, Analytic Morlet (Gabor), Haar, Morse, and Bump. The Morlet wavelet can be a popular starting choice.

Figure 18 shows a CWT time-frequency plot for the example of tracking finger PPG dynamics during a reactive hyperaemia flush following a pressure cuff occlusion challenge to the arm (5 minutes). For this example, wavelet analysis was performed using MATLAB (The MathWorks Inc.), using the cwt function with the Morse wavelet.
3.4. Machine learning

Driven by the advances in data processing, computational powers and wearable technologies, there has been an increased interest in applying machine learning to the PPG. Machine learning techniques are typically used for either: (i) classification, in which a class label is allocated; or (ii) parameter estimation, in which a target parameter is estimated. PPG-based machine learning algorithms have been developed to classify patients according to whether they have coronary artery disease [154]–[157] and atrial fibrillation [158]–[163]. Machine learning has also been used to estimate parameters from a PPG signal, including: blood pressure [12], [111], [122], [123], [164], [165], haemoglobin levels [166]–[169], blood glucose [170]–[174], blood oxygen saturation [175]–[177], stress levels [178]–[182], and respiratory rate [71], [183]–[185]. Machine learning has also been used to develop signal quality assessment algorithms [55], [59], [60], [169], [186], [187]. The most popular machine learning techniques used are now described.

3.4.1. Linear regression

Linear regression is one of the most common approaches for parameter estimation. In its simplest form, univariate linear regression models the relationship between an independent (input) variable $X$ and a dependent (output) variable $Y$:

$$Y = \beta_0 + \beta_1 x_1 + \varepsilon$$  \hspace{1cm} (5)
where $\beta_0$ and $\beta_1$ are regression coefficients, and epsilon ($\varepsilon$) is a random error. For multiple linear regression models the relationship between multiple independent variables ($X_1, X_2, \ldots, X_n$) and a single dependent variable $Y$. $Y$ as a linear combination of the input variables:

$$Y = \beta_0 + \beta_1 x_1 + \beta_2 x_2 + \ldots + \beta_n x_n + \varepsilon$$

where ($\beta_1, \beta_2, \ldots, \beta_n$) are regression coefficients. The coefficients are initialised with random values, and then optimised during training by iteratively minimising the error between the estimated and ground truth values for $Y$ using a cost function such as the mean squared error. The random error $E$ represents the difference between the predicted and ground truth values. Training completes when the algorithm reaches a global minimum (i.e., lowest error).

The simplicity of linear regression makes it appealing for modelling non-complex relationships between variables. This makes the model perform well on smaller datasets. However, its performance degrades as the complexity and nonlinearity of the input and target variables increases. Linear regression has been applied in several PPG analysis studies [122], [165], [188], [189].

### 3.4.2. Tree-based algorithms

Tree-based machine learning algorithms can be used for both classification and parameter estimation. The algorithms take a branching structure similar to that of a tree, with a conditional statement at each branch. For example, at a first branch, a PPG signal could be placed into one of two groups according to whether the derived heart rate is above a threshold. At a second branch, the signal could be placed into one of two subgroups according
to the level of heart rate variability. This splitting process continues until reaching the end of the branching structure, at which point either a class label is provided (such as atrial fibrillation or not), or a parameter estimate is provided (such as systolic blood pressure). Decision trees are used for classification, and regression trees are used for parameter estimation. Such algorithms can perform well when there is increased complexity and non-linearity between dependent and independent variables.

The random forest is the most popular tree-based learning algorithm, introduced in [190]. A random forest is an ensemble of trees (either decision or regression trees), thus can be used for classification and regression tasks. In a random forest, multiple trees are involved in the decision-making process, as opposed to using a single tree as described above. In a classification task, each decision tree returns a categorical value, and the final category is selected based on a voting criterion, e.g., the category with the highest number of votes. In a regression task, the final output is an average of the outputs of the constituent trees. Random forests can perform better than linear models and can handle large datasets with input vectors of high dimensions. They can also model highly nonlinear relationships and achieve a comparable performance with a multilayer perceptron neural network. In addition, the influence of each input feature on the output can be assessed. However, random forests are prone to overfitting and are more computationally complex than single tree-based algorithms. Tree based algorithms, utilising the PPG, have been applied in numerous tasks such as estimating blood pressure [165], [188], blood glucose [174], oxygen saturation levels [177], stress levels [181], and atrial fibrillation detection [162].

3.4.3. Support vector machines

The support vector machine (SVM) is a popular non-parametric machine learning algorithm that can be used for classification and regression. The objective of an SVM is to find the decision boundary that maximizes the distance between the data points and the hyperplane. The boundaries are set by finding the soft margins that maximize the margin between the hyperplane and the closest points to it, known as support vectors (see Figure 19(a)). This is performed by penalising points that are closest to the hyperplane most heavily. SVMs can be used for linear classification tasks, as illustrated in Figure 19(a). For non-linear tasks, a kernel function can be used to transform the data into higher dimensions so that a linear separation can be found [191]. When used for regression, the approach is known as Support Vector Regression (SVR), and the objective is to fit data points that fall outside the margin (further from the hyperplane) such that the error is minimised (see Figure 19(b)). The disadvantages of the SVM are that it does not work well on very large datasets, is prone to noise in the data, and the kernel application increases computational complexity. Nonetheless, it is still widely used to analyse PPG signals [123], [154]–[156], [159], [173], [179].

![Figure 19. Support vector machines (SVMs): Illustrations of the use of SVMs for (a) classification; and (b) regression.](image-url)
3.4.4. Neural networks and deep learning

Neural networks are a type of machine learning algorithm that consists of multiple layers of artificial neurons between the input and the output. The neurons in the first layer each calculate an output as a function of the inputs. The outputs from each layer are passed as inputs to the next layer, until reaching the output layer (and more complex architectures can be used). The simplest form of a neural network consists of one input layer, one hidden layer and one output layer. When more hidden layers are added to the network, the architecture becomes known as Deep Neural Network (DNN). Deep learning refers to training a neural network that consists of more than two intermediate layers between the input and output layers. Neurons in the hidden layers are nonlinear processing units, also known as activation functions. Different architectures of neural networks are designed to handle different tasks, the most popular ones are Feedforward, Convolutional, ResNet, Long Short-Term Memory (LSTM), Gated Recurrent Units (GRU), Encoder-Decoder, and Autoencoders. Neural networks can model highly complex relationships in the data by learning new feature representations through their deep hidden layer units more effectively than classical machine learning techniques. Additionally, due to their complex architectures, neural networks are able to better scale on larger datasets than classical machine learning models. This however comes at the expense of added computational complexity. Neural networks and deep learning are becoming increasingly popular in research [111], [164], [189] for blood pressure estimation, by [171], [172], [174] for predicting blood glucose levels, as well as stress levels [178], atrial fibrillation [158], [161], [163], and PPG quality assessment [60], [169].

3.5. Nonlinear analysis in phase space

The PPG signal can be analysed nonlinearly by transforming it into phase space. It can be transformed into phase space using time-delay embedding, in which points on the signal separated by a specified time delay are plotted against each other [192]. This approach allows for visualisation and analysis of pulse wave morphology and variability [193]. Unlike time-domain analysis, this approach has the potential advantage that it does not require the identification of individual pulse waves. The process of transforming the signal into phase space for analysis is shown in Figure 20, and is now described.

Firstly, the PPG signal (Figure 20(a)) is transformed into phase space (Figure 20(b)) using Takens’ Embedding Theorem [195]. This process consists of transforming the PPG signal into \( m \) new co-ordinates of \( (x(t), x(t-\tau), \ldots, x(t- (m-1)\tau)) \), where \( x(t) \) is the PPG signal, \( m \) is the embedding dimension, and \( \tau \) is the time delay. The resulting representation of the signal is termed an ‘attractor’. The choice of embedding dimension affects the resulting attractor, with 2 [26], 3 [196], and 4 [197], [198] dimensions used previously. The time delay also affects the attractor, with delays of one sample [26], a fixed number of samples [26], [198], and \( 1/m^{th} \) of the pulse wave duration [193], [196], [197] used previously. The attractor can be used immediately for analysis [192], or it can be transformed further into a 2D attractor using symmetric projection attractor reconstruction as shown in Figure 20(c) [193], [196], [199]. This involves projecting the attractor on to the 2-dimensional plane orthogonal to the vector (1,1,1) [199]. This has the advantage of reducing the influence of baseline drift, and facilitating analysis in two dimensions. Some analyses make use of a density plot of the 2D attractor, as shown in 20(d), to assess variability in pulse wave timing and morphology, with potential applications in identifying illnesses such as sepsis which affect autonomic nervous system functionality [200]. The interested reader is directed to [192], [193], [199] for further details of the methodology, and also to [201] for an example of using recurrence plots for nonlinear PPG analysis.

3.6. Estimating physiological parameters

Despite its simple appearance, the PPG pulse wave contains far more information in its shape, height, and timing than just pulse rate. PPG pulse waves are considered to be a composite of the haemodynamic output of the entire cardiovascular system [202]. Much research has focused on developing algorithms to estimate physiological parameters from the PPG. Some algorithms are widely used, such as heart rate estimation algorithms, whilst others are still in development and not yet widely implemented. The interested reader is referred to Chapter 12 for information on parameters provided by consumer wearables.

3.6.1. Heart rate

The PPG signal is dominated by pulse waves generated by each heartbeat; hence, heart rate or pulse rate can be estimated by simply identifying peaks corresponding to heartbeats. Assuming that the PPG signal is free of noise and other artefacts, the traditional methods employ a peak detection algorithm that detects systolic peaks, counts the
peaks in a fixed time window (usually > 10 seconds), and then extrapolates to calculate the heart rate in beats per minute. In cases where the PPG signal is noisy, digital filtering techniques [17], [29], [203] are used in conjunction with the peak detection algorithm. However, these are strongly dependent on the filter’s cut-off frequency. To address this, frequency-domain methods are used, particularly when PPG signals are affected by motion artefact [204]. Spectral analysis techniques (such as Welch’s averaged periodogram) can be used to identify the heart rate as the frequency corresponding to the maximum spectral power [204]. However, in some cases the highest magnitude component is not the cardiac component, so other advanced signal decomposition-based spectral techniques can be used [204]. The wavelet transform [205], Hilbert transform [206], and empirical mode decomposition [78] are examples of these techniques, which divide the PPG signal into different frequency components. The cardiac component can then be analysed with a peak detection algorithm used to estimate the heart rate. However, signal decomposition-based algorithms are very hard to embed into everyday devices due to their high signal processing power requirements.

3.6.2. Inter-beat-intervals

Inter-beat-intervals, the intervals between consecutive heartbeats, are used for several applications including arrhythmia identification (see Section 3.6.3) and pulse rate variability assessment (see Section 3.6.4). Inter-beat intervals (IBIs) are extracted by measuring the time delay between occurrences of a particular fiducial point on consecutive pulse waves. This results in a time series of IBIs, sampled once per beat, as shown in Figure 21. Although IBIs can be measured using any fiducial point, their reliability has been found to be greater when measured using the pulse onset rather than the systolic peak. The best-performing algorithm to identify pulse onsets has been found to be based on identifying the intersection point of tangent lines to the apex point of the first derivative of the PPG signal, and to the foot of the PPG pulse [60], [105], [106]. It is often important to exclude outlying IBIs from analyses (see Section 3.2.5), since they can have a profound impact on the results.

Fig. 20. **Nonlinear analysis in phase space:** The PPG signal in (a) is shown: (b) transformed into a 3D attractor in phase space; and (c) transformed into a 2D attractor using symmetric projection attractor reconstruction, with (d) showing the corresponding density plot of this 2D attractor.

*Source: [194] under CC BY 4.0.*
3.6.3. Detecting atrial fibrillation

Atrial fibrillation (AF) is the most common arrhythmia, causing a fivefold increase in stroke risk [207]. Fortunately, the risk of stroke can be reduced through medication if it is diagnosed. AF is typically diagnosed through a short (≈ 30 second) ECG recording, or extended Holter ECG monitoring (over 1-14 days). However, AF can occur without symptoms, meaning an ECG assessment may not be conducted, and it can occur only intermittently, meaning a short ECG assessment may not capture all cases of AF. PPG-based wearables provide an alternative approach to identify AF, by assessing the variability in inter-beat-intervals. In this manner, wearables allow for frequent, unobtrusive rhythm assessments in daily life.

Techniques to identify AF from a PPG segment typically either analyse specified features of PPG pulse waves, or use deep learning without the need for any specified features [208]. These two approaches are now described.

Specified features of pulse waves, such as inter-beat-intervals or pulse amplitudes [209] can be used to classify a PPG segment as either AF or non-AF in three steps:

1) **Feature extraction:** One or more features is extracted from each pulse wave to produce a time series of feature measurements. Inter-beat-intervals are commonly used as shown in Figure 22 (I-III), as well as pulse amplitudes [209].

2) **Calculate summary statistics:** One or more summary statistics is calculated for each time series of features. The summary statistics can indicate the value of the time series (such as the mean value), or its variability (such as the standard deviation). They can be linear or nonlinear (such as entropy measures), and are often calculated using a Poincaré plot [210] as shown in Figure 22 (IV).

3) **Classification:** A classification technique is used to classify the summary statistics as either AF or non-AF. Either traditional statistical analysis techniques can be used, such as pre-specified thresholds or a logistic regression model, or machine learning techniques, such as k-nearest neighbours, a support vector machines, or decision trees [211].

Deep learning models can be used to classify a PPG segment as either AF or non-AF as follows. Often, the first step is to assess the quality of the segment to determine whether it is of sufficient quality to determine whether it exhibits AF. The second step is to use a deep learning model to classify the segment. The PPG signal can be used directly as an input to the model, and/or features extracted from it [208]. Additional signals or features can also be used, such as accelerometry data. The amount of labelled data required to train a deep learning model can be reduced by using transfer learning to fine-tune a pre-trained deep learning model [211].
PPG-based techniques to identify AF have shown good performance, with many studies reporting values for sensitivity and specificity of over 90% [208], [211]. Recent studies have assessed the real-world performance of such techniques when incorporated into wrist-worn wearables, such as the Apple Heart Study [213] and the Huawei Heart Study [214]. The results of these studies demonstrate the potential of PPG-based wearables for AF detection in daily life: the Apple Heart Study, in which 419,297 participants were monitored for a median of 117 days, found a reassuringly low alert rate (0.52%), and a high positive predictive value of alerts (84%, verified against simultaneous ECG monitoring) [213]. Further work is required to fully understand the performance of these approaches, such as to understand their sensitivity in the target setting of monitoring older adults in daily life.

### 3.6.4. Pulse rate variability

Pulse rate variability (PRV) metrics assess the variability in inter-beat intervals (IBIs) derived from the PPG. PRV has been proposed as a potential surrogate of heart rate variability (HRV), which is measured from the electrocardiogram (ECG) [58]. HRV has been largely used for the assessment of cardiac autonomic activity. Both branches of the autonomic nervous system (ANS), sympathetic and parasympathetic nervous systems, control the
firing rate of the sinus node in the heart, and hence their behaviour determines heart rate [215]. By characterising the changes in heart rate over time, i.e., measuring HRV, it is possible to assess the ANS using a non-invasive, indirect measure. HRV has been used for diagnostic and monitoring purposes of several cardiovascular, autonomic, and mental diseases [58].

The relationship between PRV and HRV is not straightforward. It has been proposed that PRV and HRV should not be considered equivalent, and that further research is needed to understand the additional processes that influence PRV beyond those that influence HRV [58], [216]–[218]. Nonetheless, PRV is now widely used in research, and it has been proposed as a useful tool for several applications, such as the detection, characterization, and monitoring of somatic diseases; the assessment of mental health; sleep studies; and pharmaceutical research [58].

PRV assessment is performed by analysing IBIs over time (see Section 3.6.2). As with HRV, the minimum recommended duration of PPG recordings for PRV analysis is 5 minutes, for short-term changes, while recordings with duration of up to 24 hours can be used to analyse long-term dynamics of pulse rate [137]. Several summary indices can be extracted from IBIs. The most commonly used indices are extracted in the time and frequency domains [137], [219]. Non-linear indices have also been used, including the analysis of Poincaré plots (see Figure 22 IV), different measures of entropy, detrended-fluctuation analysis and phase-related analysis [137], [220]–[225]. Table III describes the most commonly extracted indices for the analysis of PRV. When calculating PRV indices, it is important to identify and correct for the presence of outliers and ectopic beats. Most outlier removal methods are based on physiologically-based feasibility checks, mainly comparing consecutive IBIs and ensuring that their duration does not vary too greatly (see Section 3.2.5), allowing only ‘normal-to-normal’ (NN) intervals to be retained.

Guidelines have been published for the measurement, interpretation and clinical use of HRV [137]. However, no such guidelines have been established for PRV, and the different methodologies applied in PRV studies make it difficult to compare results. Key areas for consideration include: the selection of fiducial points for extracting IBIs; the minimum acceptable duration of PPG recordings for extraction of PRV indices; the PPG sampling frequency; the pre-processing methods for extracting PRV from PPG; the standardisation of frequency-domain analysis for assessing frequency-based indices; and the optimization of hyperparameters for the extraction of non-linear indices. This could help to further improve the technique and to better understand the physiological processes that affect PRV.

### 3.6.5. Respiratory rate

Respiratory rate (RR), the number of breaths taken in a minute, is used for diagnosis and prognosis in a range of clinical settings [226]. RR is a marker for clinical deteriorations in acutely-ill hospitalised patients, and an elevated RR is predictive of adverse events such as cardiac arrest [227] and death [228]. RR is also used in the identification of pneumonia [227] and sepsis [229]. Despite its importance, RR is usually measured through manual breath counting outside of intensive care. This process is time-consuming and inaccurate [230], [231]. Furthermore, existing methods for RR monitoring in wearables often require equipment such as chest-bands. Consequently, there is great potential for an unobtrusive method of RR monitoring using routine sensors such as a PPG sensor.

The PPG signal is subtly modulated by breathing, providing an opportunity to estimate RR from it. There are three main modulations, as shown in Figure 23(a): baseline wander (BW), amplitude modulation (AM) and frequency modulation (FM) [232], [233]. Most RR algorithms follow a standard structure consisting of three fundamental stages [139], as shown in Figure 23(b):

1) **Extraction of respiratory signals:** One or more respiratory signals are extracted from the PPG signal. This is beneficial as the extracted respiratory signals are dominated by a respiratory modulation, making it easier to estimate RR from them than from the original PPG signal. Broadly, there are two approaches for extracting respiratory signals: feature-based extraction and filter-based extraction [226]. In feature-based extraction, a feature is extracted from each pulse wave, such as the pulse wave amplitude (see Figure 23(b)). In filter-based extraction, filtering is used to extract a respiratory signal, such as a band-pass filter with a passband corresponding to the range of plausible respiratory frequencies.

2) **RR estimation:** RR is estimated from a respiratory signal typically using either a time- or frequency-domain technique (see Figure 23(b)). For instance, a time-domain technique could consist of identifying peaks in the signal (indicating breaths), and calculating RR from the number of peaks in a specified time. A frequency-domain technique could consist of calculating the frequency spectrum of the respiratory signal, and obtaining the RR as the frequency corresponding to the maximum power.
TABLE III
INDICES FOR ASSESSMENT OF PULSE RATE VARIABILITY

<table>
<thead>
<tr>
<th>Abbreviation</th>
<th>Description</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Time-domain indices</strong></td>
<td></td>
</tr>
<tr>
<td>AVNN</td>
<td>Average value of all normal-to-normal (NN) intervals</td>
</tr>
<tr>
<td>SDNN</td>
<td>Standard deviation of all normal-to-normal (NN) intervals</td>
</tr>
<tr>
<td>RMSSD</td>
<td>Root-mean-squared value of differences between adjacent intervals</td>
</tr>
<tr>
<td>SDSD</td>
<td>Standard deviation of differences between adjacent intervals</td>
</tr>
<tr>
<td>NN50</td>
<td>Number of pairs of adjacent NN intervals differing by more than 50 ms</td>
</tr>
<tr>
<td>pNN50</td>
<td>Proportion of number of pairs of adjacent NN intervals differing by more than 50 ms and the total number of pairs</td>
</tr>
<tr>
<td><strong>Frequency-domain indices (5-min recordings)</strong></td>
<td></td>
</tr>
<tr>
<td>TP</td>
<td>Variance of NN intervals over the temporal segment</td>
</tr>
<tr>
<td>VLF</td>
<td>Power in the very-low frequency range ((f \leq 0.04 \text{ Hz}))</td>
</tr>
<tr>
<td>LF</td>
<td>Power in low frequency range ((0.04 &lt; f \leq 0.15 \text{ Hz}))</td>
</tr>
<tr>
<td>LF/TP</td>
<td>Ratio between LF and TP</td>
</tr>
<tr>
<td>HF</td>
<td>Power in high frequency range ((0.15 &lt; f \leq 0.40 \text{ Hz}))</td>
</tr>
<tr>
<td>HF/TP</td>
<td>Ratio between HF and TP</td>
</tr>
<tr>
<td><strong>Frequency-domain indices (24-h recordings)</strong></td>
<td></td>
</tr>
<tr>
<td>TP</td>
<td>Variance of all NN intervals</td>
</tr>
<tr>
<td>ULF</td>
<td>Power in the ultra-low frequency range ((f \leq 0.003 \text{ Hz}))</td>
</tr>
<tr>
<td>VLF</td>
<td>Power in the very-low frequency range ((0.003 &lt; f \leq 0.04 \text{ Hz}))</td>
</tr>
<tr>
<td>LF</td>
<td>Power in low frequency range ((0.04 &lt; f \leq 0.15 \text{ Hz}))</td>
</tr>
<tr>
<td>LF/TP</td>
<td>Ratio between LF and TP</td>
</tr>
<tr>
<td>HF</td>
<td>Power in high frequency range ((0.15 &lt; f \leq 0.40 \text{ Hz}))</td>
</tr>
<tr>
<td>HF/TP</td>
<td>Ratio between HF and TP</td>
</tr>
<tr>
<td><strong>Poincaré plot indices</strong></td>
<td></td>
</tr>
<tr>
<td>S</td>
<td>Area of the ellipse formed in the Poincaré plot</td>
</tr>
<tr>
<td>SD1</td>
<td>Short-term variability of the plot, determined as the minor axis of the ellipse</td>
</tr>
<tr>
<td>SD2</td>
<td>Long-term variability of the plot, determined as the major axis of the ellipse</td>
</tr>
<tr>
<td>SD1/SD2</td>
<td>Ratio between SD1 and SD2</td>
</tr>
<tr>
<td><strong>Entropy analysis</strong></td>
<td></td>
</tr>
<tr>
<td>SampEn</td>
<td>Sample entropy of pulse rate variability</td>
</tr>
<tr>
<td>MSE</td>
<td>Multi-scale entropy of pulse rate variability, usually measured using SampEn in different scales of the signal</td>
</tr>
<tr>
<td><strong>Detrended fluctuation analysis</strong></td>
<td></td>
</tr>
<tr>
<td>(\alpha_1)</td>
<td>Short-range scaling exponent</td>
</tr>
<tr>
<td>(\alpha_2)</td>
<td>Long-range scaling exponent</td>
</tr>
</tbody>
</table>

3) **Fusion of RR estimates:** Optionally, several RR estimates can be obtained from different respiratory signals and then fused to provide a single RR estimate. For instance, in [234] a RR estimate was calculated as the mean of estimates obtained from respiratory signals indicative of BW, AM and FM (see Figure 23(b)).

The techniques used in RR algorithms are described in further detail in [139], [226]. Recently, respiratory quality indices have been proposed to determine whether the respiratory modulations in a segment of PPG signal are sufficiently strong to accurately estimate RR [235].

The performance of algorithms to estimate RR from the PPG has been assessed in several studies. In studies of several algorithms from the literature, the best-performing algorithm was found to have limits of agreement of -5.1 to 7.2 breaths per minute when tested on healthy subjects in controlled conditions [139], and -9.2 to 8.8 breaths per minute when tested on critically-ill hospitalised patients [237]. The limits of agreement indicate the ranges in which 95% of errors are expected to lie. Future research may provide additional evidence on the performance of
algorithms in target settings, such as when used with pulse oximeters or smartphones for spot-check assessments in home monitoring, or when used in wearables for continuous monitoring during daily living.

3.6.6. Blood pressure

Cardiovascular diseases (CVDs) are the most common cause of morbidity and mortality worldwide [238]. Blood pressure (BP) is widely measured to assess cardiovascular health. Abnormal BP incites several diseases that can lead to complications for vital organs such as the heart and brain [239]. Therefore, continuous BP monitoring could be useful for the early detection and treatment of abnormal BP. This in turn could assist in the early diagnosis, prevention and treatment of CVDs.

Despite its importance, there are several challenges to regular and continuous BP monitoring. The gold standard BP monitoring method is the direct invasive method [240]. It provides continuous BP measurement, although is only suitable for critically-ill hospital patients due to its invasive nature. The most widely used BP measurement technique in clinical practice is the sphygmomanometer [241]. Whilst it provides non-invasive BP measurements, it too has limitations, such as requiring an inflatable arm cuff which can be inconvenient and obtrusive, and only providing intermittent measurements.

An alternative approach is to assess BP from the speed of pulse wave propagation [242], which increases with BP. Two simultaneous signals are required, such as the electrocardiogram (ECG) and the PPG signal. BP can be estimated from parameters obtained from the two signals, such as pulse transit time (PTT) and pulse arrival time (PAT) (see Section 2.3.3) [23], [142], [243], [244]. This approach has been extensively reported in the literature [245]–[248]. However, it has several challenges such as requiring two sensors, synchronous signals, and difficulties in acquiring the ECG unobtrusively.

BP can also be assessed from PPG pulse wave shape [249]. This approach typically involves extracting handcrafted time-domain features (as described in Section 3.2.3) from the pulse wave and using a machine learning algorithm to estimate BP. In one representative study [111], twenty-one morphological features were extracted from PPG pulse waves. The systolic blood pressure (SBP) and diastolic blood pressure (DBP) were estimated by a two-layer feedforward neural network. This study reported a mean error (ME) ± standard deviation (SD) of 3.80±3.46 mmHg for SBP and 2.21±2.09 mmHg for DBP. In another study, frequency domain features were extracted from PPG pulse waves [164]. These features were used as input for a one-layer feedforward neural network for estimating SBP and DBP. The reported ME ± SD were 0.06±7.08 mmHg and 0.01±4.66 mmHg for SBP and DBP, respectively. In [189], a total of twenty-two features were extracted from the PPG waveform. The SBP and DBP values were estimated using a deep learning model that consists of one bidirectional gated recurrent unit (GRU) layer, followed two conventional GRU layers and an attention layer. The reported ME ± SD were -0.52±4.22 mmHg for SBP and -0.66±2.07 mmHg for DBP. In addition, a ‘ResNet’ neural network has been used to estimate SBP and DBP from raw PPG signals without any feature extraction [250]. In this study, the deep neural network automatically
extracted features from the raw PPG including its first and second derivative. The mean absolute error (MAE) for the SBP and DBP were 15.41 mmHg and 12.38 mmHg, respectively.

BP estimation using machine learning and deep learning through a combination of signals such as ECG, PPG and ballistocardiograms (BCG) has also been investigated. For example, several features have been extracted from ECG and PPG signals, including PAT features, heart rate, augmentation index, large artery stiffness index and PPG pulse wave features [188]. In this study, several classical machine learning models were applied to estimate SBP and DBP, and the ME ± SD for the best performing model (Random Forest) were -0.06±9.88 mmHg for SBP and 0.36±5.7 mmHg for the DBP. In [251], seven features were extracted from the ECG and PPG signals, and used as inputs to a Long Short-Term Memory (LSTM) recurrent neural network to estimate SBP and DBP, achieving root mean squared errors of 3.73 and 2.43 mmHg respectively. In [252], three signals (PPG, ECG and ballistocardiogram) were used to estimate BP. A neural network consisting of convolutional layers, a bidirectional GRU layer and an attention layer was used. This study reported a MAE ± SD of 4.06±4.04 mmHg for SBP and 3.33±3.42 mmHg for DBP. [12] have recently published a comprehensive review paper covering the existing research for BP estimation using machine learning.

3.6.7. Arterial stiffness

Arteries tend to stiffen with age, becoming less compliant. Consequently, transmission of the pulse to the periphery (and its reflection back from the periphery) tends to get faster. Pulse wave propagation can also be affected by arterial calcification secondary to renal disease or diabetes, further speeding it up. Faster propagation resulting in earlier arrival of reflected waves from the periphery can augment the primary forward wave, thus changing pulse wave morphology. PPG pulse waves at the ear lobe, index finger and great toe tend to become more triangular in shape with advancing age [253] (Figure 24), pulse arrival time (PAT) decreases [133], and the risetime increases [131]. Linked to these examples of general age-related changes a whole host of PPG features which may be indicative of arterial stiffness have been explored (e.g., in [11], [13]). Chapter 7 covers arterial stiffness and the PPG in more depth, so this section just aims to give a flavour of the potential of what can be done with PPG, in measurements and analysis, to study vascular ageing. Examples are given below for classic pulse wave timing, amplitude and shape features.

a) Pulse wave timing

In healthy subjects the pulse arrival time (PAT) decreases at ear, finger and toe sites with advancing age, and there is a tendency to bilateral similarity in such changes. Interestingly, the great toe site has appeared marginally more affected by age than finger and ear sites [133]. Pulse risetime increases with advancing age although high or low heart rates can have a significant impact on this measure [131]. Timing differences within a pulse can also include the Stiffness Index measure [108] - the subject height (in metres) divided by pulse timing difference between first systolic peak and early diastolic peak. PPG timing measures can include differences between body measurement sites, e.g., between finger and toe sites, and these have been explored for: defining a normal range in children and contrasted to measurements in patients who have had a heart transplant [254]; and, peripheral arterial volume distensibility assessments using an external pressure cuff [255].

For whichever timing measure is extracted, the PPG signal(s) needs careful pre-processing using appropriate filtering to reduce noise and baseline wander, whilst not artificially distorting a PPG waveform with poor filter design. A range of methods exist to find fiducial points of the pulse foot and peaks (see Section 3.6.2). Furthermore, signal averaging should be used to account for physiological variability, based on beats that are of acceptable signal quality. However, there appears to be no standardization in such methods to date.

b) Pulse wave amplitude

Foot-to-peak PPG amplitude is not generally used to assess vascular ageing or arterial stiffness - it can be a highly variable measure in a subject in the space of just tens of seconds, for example, with changes in breathing or inspiratory gasp, or with cold or heat exposure. Relative amplitudes from derivatives of the PPG can however be used to form indices of ageing, such as the ‘aging index’ calculated from the second derivative (see Table II) [61], [256], [257]. The ‘aging index’ and ‘b/a ratio’ measures, for example, have been used to evaluate arterial stiffness. In addition, the augmentation index which is usually used for blood pressure pulses but can be applied to PPG, is defined as the ratio of the late systolic ‘volume’ inflection point to the early systolic ‘volume’ inflection point (often normalised to a specific heart rate, typically 75 beats per minute). Whichever feature is taken, careful denoising is needed prior to the use of signal differentiation to calculate the second derivative of the PPG. Averaging of indices over a number of beats should also be considered.
c) Pulse wave shape

Shape features can be extracted from the pulse wave normalised in amplitude or width, often by ‘ensemble averaging’ over a number of heart beats. It has already been noted that there is a tendency for increased triangularization of normalized peripheral PPG pulse shapes with age [253]. Careful pre-processing is required to reduce noise, for example, any beats showing clear motion artefact and/or significant baseline wander should be excluded. Since PPG signals at proximal sites can have a reflected peak that sometimes exceeds the primary peak (this can even alternate over the respiratory cycle), the amplitude from pulse foot to the first primary peak should be used for amplitude normalization. There is no standardization as yet to the number of beats that should be averaged for pulse morphology assessments, although a recent consensus survey of PPG experts did suggest a minimum of 51-60 beats [33].

d) Combinations of pulse wave features

As well as just a single pulse feature such as timing, amplitude or shape, a combination of features could be explored and linked to vascular age. This could include features derived using frequency analysis, transfer function analysis, and machine learning and deep learning techniques. This approach could offer value for establishing PPG-based indices linked to arterial stiffness and vascular ageing.

3.6.8. Left ventricular ejection time

Left ventricular ejection time (LVET, or the duration of systole) is the time for which blood is ejected from the left ventricle into the systemic circulation each heart beat. LVET has been found to be a predictor of future heart failure, and to be a useful risk factor for cardiovascular risk prediction [258]. LVET can be estimated from measurements of central arterial pulse waves obtained using techniques such as echocardiography, carotid tonometry and Doppler
flow measurements [259]. However, these techniques are time-consuming and require a specialist operator, so are not ideal for frequent assessments.

The PPG pulse wave is strongly influenced by the incident wave from the left ventricle, providing opportunity to estimate LVET from it. Techniques to estimate LVET consist of measuring the time interval between two points on the PPG indicating the beginning and end of ejection. Techniques to estimate LVET have used points on the original pulse wave and its first, second and third derivatives [259]–[262]. In addition, a pre-processing step of extracting the systolic portion of the PPG pulse wave (through Gaussian fitting) has been used prior to estimating LVET from the third derivative of the systolic portion [263]. Studies have found limits of agreement for between PPG-derived and reference LVETs of -24 to 17 ms [263], -41 to 13 ms [259], and (HR corrected LVET) -70 to 67 ms [262]. PPG-derived estimates of LVET have been found to change during blood loss [264], demonstrating their potential utility.
4. Photoplethysmogram Signal Synthesis

Photoplethysmogram signal synthesis, the generation of synthetic PPG signals, plays two important roles in the analysis of PPG signals. Firstly, it allows studies to be conducted using simulated signals where the equivalent in vivo signals are unavailable. For instance, it may be overly time-consuming or expensive to acquire PPG signals in a clinical study, it may be difficult to obtain simultaneous reference values of cardiovascular properties non-invasively (e.g., cardiac output), or it may be difficult to obtain PPG signals under a range of physiological conditions. In contrast, PPG signals can be simulated quickly and inexpensively, under known reference cardiovascular properties, and over a range of conditions [265]. This can facilitate early proof-of-concept studies to inform and justify future clinical studies. Secondly, PPG signal synthesis can be used for ‘analysis-by-synthesis’, in which PPG signals are parameterised for analysis [266]. For instance, a PPG pulse wave can be modelled as a sum of forward and reflected waves, each with known properties (magnitude, duration, and timing) which are more amenable to analysis than a time-series of points on a PPG pulse wave.

Most approaches to synthesising PPG signals consist of two steps: (i) simulating PPG pulse waves; and (ii) simulating a PPG signal as a train of pulse waves. This section provides an overview of these two fundamental steps, including techniques used to simulate PPG pulse waves based on mathematical and physical models (section 4.1), and techniques used to simulate PPG signals in normal sinus rhythm, irregular rhythms, and in the presence of noise (section 4.2). Research in this area is aided by publicly available resources, including a tool for synthesising PPG signals containing regular and irregular beats [267], and a database of simulated PPG pulse waves representative of a sample of healthy adults [265].

4.1. Simulating photoplethysmogram pulse waves

The first step in synthesising a PPG signal is to simulate individual PPG pulse waves. This has been primarily performed by using mathematical models to describe the pulse wave shape based on prior knowledge of the expected shape. More recently physical models have been used to generate a pulse wave based on physical principles of blood flow. These two approaches are now described.

4.1.1. Mathematical models

The PPG pulse wave is believed to be formed of an incident wave from the heart, and reflected waves from within the circulation [109]. Consequently, it has often been modelled as the sum of individual waves which together form the measured pulse wave. The PPG pulse wave has been modelled as the sum of: 2 Gaussian functions [47], [266], [267]; 4 Gaussians consisting of 2 in the systolic part, and 2 in the diastolic part [268]; 4-5 Gaussian functions [269]; and Gaussian and log-normal curves [270]. This approach involves finding the parameters of the Gaussians (or log-normal curves) which minimise the error between a reference pulse wave and the resulting modelled pulse wave. The parameters have often been optimised using nonlinear least squares fitting to minimise the squared differences between modelled and reference PPG pulse waves [270]. A variation on this is the use of a weighted least squares method, which weights specific fiducial points of interest on the PPG more heavily than other points, allocating more importance to those points which could inform clinical decision making [269]. The reference pulse wave can be a sample PPG pulse wave [271], one of five templates according to pulse wave morphologies typical of different ages [270]; or one of three templates according to quality (excellent, acceptable, and unfit, as described in Section 3.1.3) [47].

Some approaches to modelling the PPG pulse wave allow its amplitude to vary according to the neighbouring inter-beat intervals (IBIs). The rationale for this approach is that the left ventricle will fill with blood in the time prior to ejection (to a limit), and that the resulting stroke volume influences the amplitude of the PPG pulse wave. The amplitude of the pulse wave has been assumed to be proportional to the preceding IBI [270] (optionally capped at a maximum filling duration [271]). In the case of arrhythmias, if the beat is premature then the amplitude of the pulse wave has been assumed to increase exponentially with IBI duration [270]. This approach of simulating a pulse wave based on a reference IBI has the advantage that, if one is prepared to use an assumed pulse wave morphology, then the only information required to model PPG pulse waves is their duration. Pulse wave durations can be approximated from IBIs obtained from ECG recordings, which are more readily available in public databases than PPG recordings [270].

An alternative approach to simulate a PPG signal is to estimate it from a blood pressure (BP) pulse wave using a known transfer function. Generalised transfer functions relating the finger PPG to BP waves at the finger and wrist were proposed in [9]. This approach was subsequently used in [11] to simulate PPG pulse waves from reference BP pulse waves.
4.1.2. Physical models

Physical models can be used to generate PPG pulse waves at a range of locations around the body and under a range of cardiovascular conditions, as shown in Figure 25. This approach allows the pulse wave shape to be modelled in the absence of in vivo measurements. However, it is therefore, entirely reliant on the modelling assumptions being appropriate in order to produce realistic pulse waves. In [265], a computational model of blood flow through the circulation was used to simulate pulse wave propagation in the major arteries and into the microcirculation. The PPG pulse wave was then modelled as the volume of arterial blood contained within the microcirculation using a Windkessel model. This approach was used to simulate PPG pulse waves for subjects of a range of ages (25-75 years old), and with varying cardiovascular properties (normal ranges of heart rate, stroke volume, arterial stiffness and BP amongst others). The resulting database is publicly available [272]. It contains PPG pulse waves from 4,374 virtual subjects, and has been found to be useful for in silico analysis of pulse wave features and haemodynamic mechanisms [265].

Fig. 25. Simulating PPG pulse waves: PPG pulse waves simulated using a physical model of blood flow: (i) at different locations around the body (representative of a healthy 25 year old); (ii) for healthy subjects of different ages (at the wrist); and (iii) under different cardiovascular conditions (representative of a healthy 25 year old).

Source: [273] under CC BY 4.0. Data are from the Pulse Wave Database [272]. The human outline is sourced from https://commons.wikimedia.org/wiki/File:Human_outline_generic.svg under CC0 1.0.

4.2. Simulating photoplethysmogram signals

The second step in synthesising a PPG signal is to concatenate a series of simulated pulse waves. Having simulated individual pulse waves, these can simply be concatenated by offsetting each pulse wave according to a reference set of IBIs. The resulting signal may need smoothing out at the joins of pulse waves to avoid discontinuities (such as by using cubic spline interpolation 0.05s either side of pulse onsets) [267]. Details are now provided on how different rhythms can be simulated, and how motion artefact and noise can be added.

4.2.1. Simulating different heart rhythms

The heart rhythm exhibited by a simulated PPG signal is determined by the reference set of IBIs used to construct the signal. Even in normal sinus rhythm, IBIs exhibit some natural variability. Consequently, one approach to simulate normal sinus rhythm is to use reference IBIs generated from a normal distribution with a specified mean and standard deviation [47]. More advanced techniques have been used to simulate ECG signals, which may have applications in this field [274].
Recently, there has been increased interest in simulating PPG signals containing irregular heart rhythms. PPG signals exhibiting atrial fibrillation (AF), extreme bradycardia and extreme ventricular tachycardia have been simulated using reference IBIs obtained from ECG signals recorded during AF [270], [271]. This was performed by simulating individual pulse waves based solely on IBIs and a template pulse wave shape. In addition, an approach to simulate PPG signals containing irregular beats has been proposed based on the modelling of individual pulse waves as the sum of Gaussians [47], [267]. Parameters were provided to construct PPG pulse waves as a sum of Gaussians in three types of irregular heartbeats [267]: (i) compensation beats: a short beat followed by a long beat, which together last the same duration as two normal beats; (ii) reset beats: a short beat followed by a long beat, which together last less than the duration of two normal beats; and (iii) interpolation beats: two beats which together last the duration of one normal beat. Synthetic PPG signals containing irregular heart rhythms may be particularly useful because of their potential utility for developing algorithms to detect AF from the PPG (see Section 3.6.3), and because arrhythmic PPG signals are not readily available in many public databases (although the IBIs required to simulate PPG signals can often be obtained from ECG recordings) [267].

4.2.2. Adding motion artefact and noise

PPG signals containing motion artefact and noise have been simulated by superimposing simulated noise or artefact on simulated PPG signals. Noise has been simulated at both low and high frequencies (such as \( \leq 0.9 \text{ Hz} \) and \( \geq 50 \text{ Hz} \)) as a sinusoid [47]. Motion artefact has simulated by filtering white noise using a filter designed based on the properties of PPG motion artefacts [270]. In addition, synthetic motion artefact has been created by subtracting a simulated clean PPG from the measured PPG, where artefacts were detected using a signal quality index (see Section 3.1.3), the clean PPG was simulated based on simultaneous RR intervals, and the measured PPG was high-pass filtered above 0.5 Hz [275].
5. CONCLUSION

Signal processing is a key step in using photoplethysmography to obtain physiological measurements. A wealth of research has been conducted into the development of PPG signal processing techniques, and the field is rapidly growing. A wide range of signal processing techniques have been used to analyse the PPG. These techniques have utilised different aspects of the signal, such as the pulse wave shape, inter-beat intervals, and low frequency variations. Signal processing techniques can be used to estimate several parameters, providing valuable insight into an individual’s physiology.

The importance of PPG signal processing is increasing with the widespread use of photoplethysmography not only in clinical devices such as pulse oximeters, but also in consumer devices such as fitness trackers. PPG-based devices are now at a critical juncture: traditionally, they have been confined to use in clinical settings where measurements can be quality-controlled and interpreted by a clinician; in the future, they may be used by consumers in daily life, with measurements nonetheless being used to inform clinical decision making and lifestyle choices. This provides great incentive for further research into the field: PPG signal processing techniques could potentially be widely used with benefit to society. The field is highly accessible, aided by publicly available datasets, and minimal requirements of only a computer and open-source software in order to perform valuable research.

The evolving use of photoplethysmography presents several pressing directions for development of signal processing techniques. Signal processing techniques for consumer devices must be robust enough for unsupervised use in daily life. It is not yet clear whether signal processing techniques developed with clinical data, such as fingertip PPG signals acquired from stationary patients, can be translated to other settings such as wrist PPG signals acquired in daily life. The growing use of deep learning to develop pulse wave analysis algorithms provides opportunity to conduct hypothesis-free investigations where relevant PPG features are learnt from the data and extracted via neural networks, rather than pre-specified and extracted using pre-defined signal processing techniques. It is not yet clear whether one approach is superior, or whether a combination of approaches could be beneficial. There is a need to investigate how to reliably obtain pulse wave features from the PPG, considering the nature of recordings (duration and recording setting), signal quality assessment, and physiological variability. Finally, research should determine which physiological parameters can be estimated accurately enough to be useful in the intended setting. For instance, evidence is emerging for the utility of PPG-based smartwatches for detecting atrial fibrillation, whereas it is not yet clear whether respiratory rate can be accurately estimated from a wrist PPG signal in daily life.

Future research into PPG signal processing will be greatly aided by sharing research tools. Benchmark PPG datasets will greatly aid the development of signal processing algorithms, as has been the case in electrocardiogram (ECG) signal processing research [276]. Benchmark datasets should contain PPG signals alongside reference physiological measurements, and activity labels where appropriate. There is a role for benchmark datasets acquired in a range of settings, from hospital wards, to laboratory studies, to daily life. There is also benefit to acquiring both high-fidelity PPG signals using specialist recording equipment, as well as PPG signals representative of those measured by everyday devices. Benchmark PPG algorithms provide a foundation on which novel algorithms can be developed, and a standard against which novel algorithms can be compared. The sharing of datasets and code will enhance reproducibility, maintain the accessibility of the field, and aid translation of novel signal processing techniques into practice.
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